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Leading indicators for the industrial sector *

Claudio R. Contador **

1 — Introduction

Forecasting is crucial to economic policy, since predicting reversals
makes it possible for government decisions to partially modify future
developments. Although forecasting is meant to limit the risks of
decisionmaking, the fact that is based on prior estimates implies error,
regardless of the approach. As a rule, the more invested in forecasting,
the more accurate the estimates, and consequently the fewer the
oversights and the less risky the decisionmaking process.

It was with this in mind that JPEA undertook an extensive
study ! to select better criteria for the construction of economic
leading indicators capable of providing reasonably accurate estimates
at relatively low costs in terms of time and money. While more
precise statistics — generally ex post — are prepared’ by specialized
institutes such as the Fundagio Instituto Brasileiro de Geografia e
Estatistica (FIBGE) and the Fundagio Getulio Vargas (FGV), their
costs are substantially higher and the data become available only
three months later or more.

Most economic variables — real product, employment, price
levels, rate of capital accumulation, etc. — are characterized by
fluctuations. Not only Brazilian economic history is marked by
periods of intense expansion, others of modest growth, and a few of
stagnation or negative growth. Other countries, be their economies

® This article is a summary of Ciclos Econdmicos e Indicadores de Atividade
no Brasil, Colegdo Relatérios de Pesquisa n.® 35 (Rio de Janeiro: IPEA/INPES,
1977) . I am grateful to Herval Aluisio Mota Cardoso for his assistance in
updating the original and reviewing the dara.

®® QOf the research institute of IPEA.

1 Cited in the preceding note.



centralized or market-oriented, developed or underdeveloped, have
experienced even stronger fluctuations. The fact that changes in
levels of real output, employment and prices are recurrent and
widespread phenomena have led to the concept of the “cycle”
becoming one of the focal points of modern macroeconomic theory.

Business-cycle discussion lies between two poles. At one pole
are those who argue that cycle phenomena, especially the longer-
lasting, have no relationship to the structure of the economy; instead,
recessions and revivals are due to purely random disturbances.
From this standpoint, analysis of the known cycles contributes little
to the prediction of subsequent cycles. At the other pole are those
who contend that the occurrence of cycles is solely attributable to
economic forces in interaction with sociocultural and natural-resource
factors. Hence, for this group, understanding past cycles is of major
importance to economic policy and economic history. The majority
of writers stand between these extremes. Abramovitz, for example,
agrees that the longer cycles have been correctly described and
statistically documented, but adds that their causes remain mostly
controversial. For Abramovitz and other economists, what ultimately
matters is that the similarity of business cycles renders their analysis
important to cconomic theory and policy, and hence justifies the
development of statistical tools.? In our study we adopted a similar
middle approach, not seeking the causes of Brazilian business cycles,
but rather a set of relatively stable statistical “laws” that might be
used to forecast future cycles.

The cycles of each economy present peculiarities that differ-
entiate them from those of other economies. With reference to Brazil,
two facts stand forth. In the first place, inflation has reigned even
during recessions, when deflation is generally the rule. Rarely have
prices remained stable or fallen, and even in these instances deflation
has been slight and short-lived.? Thus, the outstanding characteristic
of Brazilian economic history and price cycles has been the stability,

2 U. S, Congress, Hearings before the Joint Economic Committee, 86th Cong.,
Ist scss., part 2, pp. 411-66.

3 Sec M. H. Simonsen, “Inflation and the Money and Capital Markects of Brazil,'’
in The Economy of Brazil, ed. H. Ellis (Berkeley: University of California
Press, 19G9), pp. 134-35; A. V. Villela and W. Suzigan, Politica do Governo
e Crescimento da Economia Brasileira, 1889-1945, Série Monogrifica, n.® 10 (Rio
de Janciro: IPEA/INPES, 1975), table VII, pp. 424-25; O. Onody, A Inflagio
Brasileira, 1820-1958 (Rio de Janeciro, 1960), pp. 25 and 117-19; M. Buecscu,
300 Anos de Inflagdo (Rio de Janeiro: APEC, 1978), table LX, p. 223. For an
economnetric analysis of the determinants of the rate of inflation since 1861,
consult C. R. Contador and C. L. Haddad, “Produto Real, Moeda ¢ Pregos:
A Experiéncia Brasileira no Perfodo 1861-1970,” Revista Brasileira de Estatistica
6 (July-September 1975) : 407-440. The text contains some printing errors in
the time series on real income, prices and inflation listed in the appendix.
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rises and falls not in price levels but in inflation rates. In the
second place, Brazilian economic growth has been practically
uninterrupted in the twentieth century, with the possible exception
of two short recessions during World War I and in 1929.

Besides being nearly constant, the economic expansion of Brazil
in the last two decades achieved notable average rates previously
unobserved in the country's history. This tendency was especially
marked in the late sixties and early seventies, as the average annual
rate of growth of GDP moved from just under 6%, in 1947-1967
to over 9% in 1968-1970 and almost 119, in the next three years,
at a pace comparable only to West Germany and Japan. However,
the optimism generated by the so-called “Brazilian miracle” was
countered by a drop in the rise in income from 9.8%, in 1974 to
a modest 5.6%, in 1975, renewed by an increase to 9.2%, in 1976,
and again offset by a fall to 4.7%, in 1977. The most pessimistic
foresee a continuance of the modest growth of today, maintaining
that the expansion of 1968-1974 was atypical and irrecoverable, and
contending that Brazil is destined to a slow, hard-won growth that
may, or may not, lead to developed-country status.

Fortunately, the modest or repressed growth attested in 1975,
1977, and 1978 is not permanent. What is likely to happen is that
the cuirent phase will be followed by another of high growth rates
which, unhappily, will not last forever either.

Once one accepts that economic growth is in itself an unstable
process, interest turns to three problems: (a) the causes and me-
chanisms of business cycles; (b) their signals; (c) the means of
controlling them. Since there exists an abundant literature on
the causes and ways that business cycles are extended, as well as
on anticyclical measures, we may avoid discussing these themes. We
shall embark, instead, on as critical and objective a discussion as
possible of our recent experience with business-cycle forecasting
indicators in Brazil.

Although the reasons behind business cycles are often unknown,
especially in Brazil, economists from different schools agree that
ex ante prediction of the future behavior of the economy allows
that appropriate decisionmaking offset undesirable cyclical reversals
within time and at minimum losses. Clearly, the more reliable the
indicators and the earlier the diffusion of the forecasts, the greater
the utility of the predictions to economic policy. Since our theme
is still in the exploratory stage in Brazil and consequently subject
to controversy, we will not follow any given theoretical approach.
However, the existing theories will be used to the extent that they
simplify the methodology without damaging the quality of the
indicators, and will be judged on the accuracy of their ex ante
performance.



2 — Defining business cycles

A business cycle is understood to be a regularly recurring sequence
of expansions and contractions that affects an economy in many
aspects, especially national product and employment levels.* Strictly,
this concept is a pure abstraction. Recurrence implies that economic
activity cannot follow the same path indefinitely. Moreover, any
deviation tends to reinforce movements in the same direction until
opposing forces push the economy the other way. This is a me-
chanical view of what is meant by a cycle.

However, even if cycles are accepted as recurrent fluctuations,
there is neither theoretical nor empirical evidence that they follow
the same pattern with respect to duration and amplitude. Some
are severe, others hardly noticeable. In some cases the contraction
lasts longer than the expansion; in others, the contraction is mild
while the expansion is intense and short. Nonetheless, despite the
specific nature of each, and the multitude of causes and characteristics,
all business cycles are governed by certain processes or laws of
formation which, once identified, allow for the construction of
forecasting devices. This fact will be taken into account in making
the necessary statistical assumptions. After all, if each cycle were
considered different from all others in the past or future, the very
notion of prediction would lose practical meaning.

The concept of the cycle has undergone modifications to the
point that there are now three sets of criteria for identifying and
dating the phases: (1) the “classical” definition, (2) the “revised”
definition, and (3) the “growth-cycle” definition. Generally speaking,
the timing, amplitude, lags, leads and so forth vary according to
the definition used.

Under the classical concept, the cyclical phases and their
chronology refer to peaks and troughs in the levels of aggregate
series, the most common being National Product. According to the
revised definition, the phases and their chronology relate to deviations
from the trend of the series.5 Lastly, the growth-cycle concept uses
the minimum and maximum growth rates in the series as the criterion
for identifying phases and their timing.? The implications of each
concept are not purely academic, as we will see below.

4 According to A. F. Burmns and W. C. Mitchell, Measuring Business Cycles
(New York: NBER, 1946) . Also see V. Zarnowitz, The Business Cycle Today
(New York: Columbia University Press, 1972) .

& I. Minu, Dating Postwar Business Cycles, NBER Occasional Paper, n° 107
(New York: Columbia University Press, 1969) .

@ This is the concept suggested by M. Friedman and A. Schwartz, “Money
and Business Cycles,”” in The Optimum Quantity of Money and Other Essays
(Chicago: Aldine Publishing Co., 1969), pp. 189-285.
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The classical definition identifies beginnings of depressions only
if there are decreases in the absolute levels of product or employment.
Clearly, it has lost ground since 1940, as such decreases have become
rare in the majority of economies. Its utility is now limited to
individual sectors and activities, for which it may hold even when
not applicable to aggregate product.

The revised definition calls for prior recognition of the trend
of each economic series. The fluctuations then correspond to the
deviations relative to the trends. If the trend is horizontal, the cycles
and their timing will obviously be the same according to the classical
and revised concepts. However, if it is not (and in general the
economic time series present positive trends), the trend may be
influenced by certain factors that generate the cycle. For this reason,
the method chosen for recognizing trends may affect the identifica-
tion of business fluctuations. Although this choice is arbitrary, it is
usually possible to graphically depict a trend and the deviations
therein. But the existence of different tendencies in given subperiods
requires special attention, for such tendencies may actually correspond
to phases in a prolonged cycle.?

The revised concept, with some modifications, has come to be
used for measuring the so-called “GNP gap”. Since it is important
to know how far the economy is from full employment before taking
steps, and since there is no direct means of gauging full employ-
ment, simplified methods have been developed. The most widespread
is that adopted by the U. S. Council of Economic Advisors.® This
method determines potential product by interlinking peaks with the
trend line. The tangents hypothetically represent full (or near
full) employment, and the difference between potential and actual
product stands for the idle capacity of the economy. As a rule,
cyclical phases are inversely associated with idle capacity and
unemployment; during a contraction idle capacity increases, and
during an expansion it decreases. If the trend used to measure the
gap is the same as that utilized to render the series stationary,

7 For a detailed discussion, sece R. A. Gordon, Business Fluctuations (New York:
Harper & Row, 1961), pp. 253-57.

8 “The Gap between Actual and Potential GNP,” 1965 Annual Report of the
Council of Economic Advisors, pp. 81-84, reprinted in Macroeconomic Readings,
ed. J. Lindauer (New York: The Free Press, 1968), pp. 244-47; “Realizing the
Economy's Potential," 1969 Report of the Council of Economic Advisors. For a
complete description of the method, see L. R. Klein and R. S. Preston, “The
Measurement of Capacity Utilization,"” American Economic Review 57 (March
1967) : 34-58.



the shape of the gap will be precisely opposite that of the revised
cycle, despite the fact that the average values may differ.®

Lastly, the growth-cycle definition identifies cycles in terms
of rates of change. This concept is highly applicable to the Bra-
zilian case, for the rapid expansion of the economy has eliminated
classical cycles, and frequent changes in the trend have made the
revised concept unsuitable.

Regardless of the criteria used, a complete cycle has two phases:
an expansion and a contraction. Pre-Keynesian theory further divided
the expansion into periods of recovery and prosperity, and the
contraction into periods of recession and depression. However, these
subdivisions proved confusing, and the distinctions purely semantic
and subjective.1¢ Retaining the expansion-contraction cleavage, the
National Bureau of Economic Research (NBER) has designed a
reference cycle in which the interval between peaks and troughs
is arbitrarily divided into four subphases.’' The expansion covers
subphases I to V, all of equal duration, and the contraction sub-
phases V to IX. Subphase IX corresponds to subphase I of the
following expansion. The duration of each subphase depends on
the duration of each phase. Thus, in a given cycle, the four ex-
pansion intervals are of equal length, as are the four contraction
intervals. The average duration of an expansion subphase may
differ, however, from that of a contraction subphase.!? Likewise,
the duration of expansions and contractions may vary from cycle
to cycle. The NBER reference cycle will be useful for understanding

9 This method is applied to the Brazilian economy by C. R. Contador in
“Crescimento Econdmico ¢ o Combate 3 Inflagio,”” Revista Brasileira de Economia
31 (January-March 1977): 131-68.

10 Or political. When the economy suffers a setback, for example, the party in
power terms it a “slight recession’ while the opposition calls it a “depression™.
11 For a good summary, sce W. I. Greenwald, Stalistics for Economics (Colum-
bus, Ohio: Charles E. Merrill Books, Inc., 1963), chap. 2.

12 In pre-Keynesian literature, recovery included subdivisions I to III; prosperity,
III to V; recession, V to VII; and depression, VII to IX (= 1).
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the differences between the three concepts discussed above, as well
as their applicability in dating Brazilian cycles.

National-accounts data are available as of 1947, when FGV began
to gather annual statistics. Unfortunately, three decades is too short
a span for detecting well-defined cycles, especially those of longer
duration.

However, the official national-income series may be comple-
mented by indirect estimates for the years prior to 1947.13 As a
guideline, we will use a domestic-product series that goes back to
the mid-nineteenth century. Although the estimates are preliminary,
the income fluctuations are in basic agreement with known historical
facts.’* Certainly the real-product estimates may contain errors,
but for our purposes the trend and absolute level of the series
are less important than the fluctuations and their chronology.

The GDP estimates are shown in the upper part of figure 1.
The negative signs (—) indicate contractions and the positive
signs (4) expansions, according to the classical definiton of the
business cycle. Some cycles are clearly related to historical events.
For example, the contraction in 1865-1868 was due to the Paraguayan
War (1865-1869) and the economic crisis which originated in France
and England in 1866. The contraction that began in 1874 and lasted
for seven to eight years was initiated by the world recession of
1872 and worsened by the drought of 1877. The expansion of the
next five years was followed by another contraction in 1889-1898,
this time brought on by various political and economic changes and
disturbances, including the abolition of slavery in 1888, the procla-
mation of the Republic in 1889, numerous internal conflicts, the
“Encilhamento™ 15 in 1892, the drop in international coffee prices
in 1896, and, lastly, the austerity program adopted by the Campos
Sales government in 1898.

13 Sce, for instance, Contador and Haddad. Another serics, more complex but
shorter, is that presented by C. L. Haddad in “Crescimento do Produto Real
Brasileiro: 1900-1947,"" Revista Brasileira de Economia 29 (January-March 1975):
3-26.

14 The behavior of (he domestic-product series estimated by Contador aund
Haddad is in accord with the historical descriptions of Brazilian economic
criscs presented by various authors, among whom the following might be cited:
R. C. Simonsen, Histdria Econdmica do Brasil, 1500-1820 (Sio Paulo, 1937):
idem, A Evolugdo Industrial do Brasil (Sio Paulo. 1939): C. Prado Junior,
Histéria Econdmica do Brasil (S3o Paulo: Editora Brasiliense, 1956) : C. Furtado.
Formag¢do Econémica do Brasil (Rio de Janeiro: Fundo de Cultura, 1964):
Villela and Suzigan.

18 The crisis of the Encilhamento — the outcome of the economic cuphoria
and financial spcculation of the first years of the Republic — culminated in latc
1891 with the bankruptcy of numerous firms that had just been created, mainly
in Rio de Janeiro.



The international crises that preceded and marked the begin-
ning of the First World War led to the contraction of 1912-1915,
which was followed by an expansion that lasted up to the eve of
the 1929 crisis.’® The end of the economic impact of the Great
Depression (in 1932-1933 in Brazil) signaled another expansionary
phase, which was to continue until the Second World War, when
the export controls imposed by the United States and European
nations restricted the Brazilian imports of capital goods and basic
materials. Since 1942, the Brazilian GDP has registered uninterrupted
growth, though at varying rates. The three decades would therefore
helong to a prolonged period of cyclical expansion in terms of the
classical concept.

As the chance of absolute decreases in real product has become
more and more remote, the classical definition of the business cycle
has stopped arousing academic and political concern. Nonetheless,
despite the fact that disturbances due to cyclical fluctuations have
been increasingly offset by improved economic policy and government
intervention, cycles are still observable in other forms. Thus, as
the middle part of figure 1 shows, the phases of the revised cycle
usually precede those of the classical cycle. Moreover, use of the
revised definition reveals additional cycles. Whereas the classical
concept indicates constant growth since the Second World War, the
revised concept points to one expansionary phase having ended in
1961, and another having extended from 1967 to 1974. Finally, the
growth cycles traced in the lower part of figure 1 predate not only
the classical cycles, but also the revised cycles. To cite the most
recent examples according to the growth-cycle definition, the contrac-
tion that began in 1961 ended in 1963 rather than 1967, and the
last expansion in 1973 rather than 1974.

The dating of the cycles according to the three definitions is
summarized in table 1. Each line represents one complete cycle, i.e.
a contraction and an expansion. As in figure 1, the contraction
spans under the revised definition are equal to or longer than those
under the classical definition, and the expansions shorter under the
former than under the latter. Likewise, the cycles begin earlier
according to the growth-cycle concept, except for the contraction
which the growth concept dates as having started in 1910, the revised
definition in 1908, and the classical definition in 1912.

Rapid economic growth has been the long-standing government
aim in Brazil, and the current emphases on fighting inflation and
reducing the balance-of-payments deficit are certainly exceptions to

18 Furtado, pp. 222-28, argues that the Brazilian economy was affected by the
crisis as early as 1928, and that it had already begun to recover in 1932, when
the U. S. still faced another full year of depression.
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Table 1

Brazilian Business Cycles According to Three Definitions® 1865-1977

Classical Cycle

Revised Cyclo

Growth Cycle

Contraction Expansion Contraction Expansion Contraction Expansion
Start %‘('e';‘l;")" Start I?;‘(’e‘;ﬁ;")“ Start 1?;}3‘;’)“ Start 1?;’.‘:;‘,“3“ Start ]%;‘,'e‘x‘l‘;")" Start l% ;’,’:‘:r':)"
18G5 3 1868 8 1865 3 1868 7 1863 4 1867 3
1876 8 1884 6 1875 9 1884 5 1874 7 1882 S
1890 8 1898 14 18%9 9 1898 10 1886 4 1897 13
1912 3 1915 13 1908 8 1916 12 1910 4 1914 13
1928 4 1932 6 1928 4 1932 4 1927 3 1930 5
1938 4 1942 1936 8 1944 17 1935 5 1949 21

- — - = 1961 6 1967 7 1961 2 1963 10

- - - 1974 — = 1973 2 1975 1

1976 1 1977

a2 Only thc major cycles are identified.



the rule. For this reason, in Brazil the most relevant concept is
the growth-cycle definition. The fact that this definition dates cycles
relatively early is an advantage that deserves investigation, but a
factor that creates certain practical difficulties when constructing
leading indicators.

3 — Leading indicators

Economic planning — whether on the part of individuals, firms or
the government — is conducted based on forecasts for the future.
And since anticyclical measures do not have an immediate impact,
their effectiveness depends not only on the follow-up, but also on
the prediction, of macroeconomic variables such as growth of real
product, employment levels, and inflation rates.

Unfortunately, the necessary data are often made available
with considerable delay, when not with serious statistical errors.
To overcome these problems, national-accounts and other statistics
would have to be gathered sooner, more accurately, and at biannual
or quarterly rather than annual intervals. Despite the efforts made
in this direction by FIBGE, the task is painstaking and not likely
to yield results for some time. Meanwhile, the policymakers will
have to continue to rely on certain variables that have come to be
accepted as proxies for national income and industrial product,
such as industrial electricity consumption, sales of household
appliances, sales-tax collections and so on.

Despite its apparent simplicity, the utilization of selected
variables is subject to four types of interpretation problems. Firstly,
the variables chosen as “economic thermometers” rarely point in the
same direction. In any given period, some may be rising, others
constant, and others falling. Even during the most severe contractions,
some variables will register growth. Under these conditions, it is
difficult to identify a contraction or an expansion.

A second problem derives from the existence of leads and lags
between variables. If the leads and lags are not known, the growth
rates of the variables may be wrongly interpreted. For example,
should the economy be in depression, a rising variable that leads
real product for several months may be overlooked as an indicator
of expansion. Similarly, when the economy is recovering, a variable
that lags product may still show a recession. For this reason, it is
essential to estimate the leads and lags among variables when
constructing leading indicators.

Thirdly, there is a difference between real and nominal changes.
Although it is customary to restrict analysis or give more emphasis
to the real changes in the variables, the question is controversial,
especially in the presence of unstable inflation.
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Even if several variables are found to be closely correlated
and timed with real income and employment, they would not be
useful leading indicators. Such variables may serve as current or
coincident indicators useful for accompanying the movement of the
group, but unsuited to predicting fluctuations in the coming months.

The last problem concerns the ability of the indicators to forecast
changes in the reference variable (in most cases, the rate of growth
of real product) . Here the question involves not only the number
of variables — experience reveals that inclusion of too many details
complicates the method and that exclusion of some has little effect
on ex anle performance — but also their quality.

Although the quality of the data used in this analysis was often
unsatisfactory, the approach chosen tends to dampen the effects
of errors in isolated variables. Thus, the main difficulty encountered
in constructing the indicators was lack of statistics and the length
of the time series available,

Any forecasting system has three time dimensions: (1) the period
or interval covered, (2) the space between this period and the time
the forecast is made, and (3) the frequency of forecasts and revisions.
The period is the unit of time (month, quarter, etc.) to which
the prediction refers. Generally speaking, the shorter the period,
the more difficult the gathering of data and the riskier the predictions
due to erratic movements. Forecasts for monthly intervals are thus
more subject to error than those for longer, e.g. annual or semester,
intervals.

The element of error also enters in considering the second
dimension. If anticyclical policies are to be effective, measures
need to be taken well ahead of time. However, the longer beforehand
the predictions are made, the greater the chance of mistakes. It
is harder to foretell the fourth-quarter rate of growth of industrial
product, for instance, in the first quarter than in the third quarter,
when more information is available.

Finally, even though running forecasts should, theoretically,
reduce the margin of error, in fact, first estimates are sometimes
more accurate than the revised ones, as we shall see later.

A phenomenon initially overlooked in the NBER method is
inflation. This is excusable for the U.S. economy, which enjoys
relatively stable prices, but would hardly be so in the Brazilian
case. We will first discuss forecasting under stable inflation, and
then turn to the difficulties involved in constructing forecasting
systems for countries such as Brazil whose economies are characterized
by unstable inflation.

Stable inflation influences the dating of classical cycles observed
in deflated variables. A continuous and constant rise in prices pushes
the trend line of a nominal variable such as current GDP upwards.

12



Expansions therefore tend to be longer and contractions shorter
for nominal domestic product than for the deflated variable. Similar
differences are not observed in the timing of revised and growth
cycles. Since price increases are incorporated in the trend, the
chronology of revised cycles remains untouched, and real and nomi-
nal fluctuations are superimposed. In turn, because the difference
between the real and nominal growth of product corresponds to a
constant (the rate of inflation itself), the timing and dating of
growth cycles also remain unchanged. Nonetheless, it would be
precipitate to conclude that stable inflation can be disregarded in
business-cycle analysis.

Nominal changes acquire economic significance only insofar as
they affect real variables. However, economic policies aimed at
fostering economic activity seek to shift nominal aggregate demand.
The extent to which nominal income raises prices and physical
product depends on the amount of idle capacity and the degree of
factor mobility in the economy. If there is no idle capacity, shifts
in aggregate demand can be expected to raise prices only. However,
should there be significant idle capacity or a possibility of improving
factor allocation, the economy can expand without exerting further
pressure on prices.

It is not always easy to differentiate real and nominal changes.?
Theoretically, the distinction is simple and almost tautological, with
real changes roughly corresponding to the difference between the
nominal variations and the inflation in the period. But what price
index should be used? Should it be seasonally adjusted or not? These
and other doubts arise, and the use of different deflators can lead
to different answers. Moreover, in the short run, not all nominal
variables have the same relationship to the price index. Due to
seasonal and other cyclical factors that affect specific variables,
deflating may conceal important movements or forge others that
are, in fact, nonexistent.® Nominal series must therefore be deflated
with caution, especially in the construction of leading indicators.'®

If all the preceding holds for stable inflation, what must be
said for unstable inflation? Unfortunately, inflationary processes
are rarely stable in real life. There is even evidence that prices

17 The fact that this difference is not accounted for in the NBER indicators
hag led to seriaus problems in understanding cyclical mevements in the U.S.
economy now that it is subject to inflation.

18 The stock market provides a gaod example. The nominal stock-market
index docs not cantain seasonal fluctuations, but if the real stock-price index
is obtained through deflating by a general price index, inverted seasonal fluctua-
tians similar ta thase of the deflator will appear. This does nar make sense,
for it clearly gocs against the hypothesis of profit-maximizing investors.

18 On this paoint, see C. S. Greenwald. “A New Deflated Composite Index of
Leading Indicators,” New England Ecanomic Review, July-August 1978, pp. 3-17.
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rise faster in the final phases of expansions and increase slower
(or even decrcase) during contractions. When price accelerations or
decelerations are not anticipated, the explanation may lie in short-run
trade-offs between inflation and employment or idle capacity, in
the pattern of the Phillips curve. Our experience supports this
hypothesis, 2® and it would be pointless to negate the instability
of Brazilian inflation and its effects on real variables.

Instable inflation affects the dating not only of classical cycles,
but also of revised and growth cycles. For example, according to
the revised definition, if it is admitted that prices accelerate during
expansions and decelerate during contractions, the former will tend
to be longer and the latter shorter with nominal series than with
deflated series. In the case of growth cycles, the timing is also
changed, but in what direction is impossible to predict a priori.
All depends on the behavior of the actual rate of inflation in each
phase of the cycle.

In sum, in order to analyze and forecast real fluctuations in
economies with unstable rates of inflation, it is necessary to deflate
the nominal variables despite the problems that this procedure
may create. Further on, we will show how to keep deflation from
eliminating or generating cyclical movements.

The performance of the forecasting system is based on the relative
frequency of mistakes pointed out by ex post experience. On the
one hand, indicators rank high if they generally score well in
the ex ante prediction of most cyclical reversals. On the other hand,
they lose validity if they systematically lead to *errors of omission”
or “false signals”.®! In the first case, they fail to predict cyclical
wrns; in the second, they foretell turns that do not occur.

It is difficult to avoid errors of omission because the behavior
of leading indicators is determined by that of the variables of which
they are comprised. Since leads and lags vary dcpending on the
duration of the cycle, some unexpected fluctuations are inevitable.
Thus, in order to minimize errors of omission, the indicators should
he composed of variables that are evenly distributed among cycles
of different lengths. Some should lead the reference variable in
the shorter cycles of three to five months, others in the cycles of six
to 12 months, and so forth.

False signals are both harder to overcome and more serious
due to the false optimism or pessimism they may generate. Owing to
their erroneous warnings, the government may relax measures
designed to raise aggregate demand before a turn actually occurs,

2¢ Contador, “Crescimento Econémico ¢ Combate 4 Inflagio.”

21 For a short discussion, see M. C. Lovell, Macroecononiics: Measurement,
Theory, and Policy (New York: John Wiley and Sons, Inc., 1975), pp. 390-92.
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or, should the false warning be given during an expansion, create
conditions capable of accelerating prices. Since false signals are
often the result of misinterpretation of strong random movements,
the more stable the behavior of the indicator, the lower the
probability of mistakes.

The construction of leading mdlcators begins with prior analysns
of the leads and lags between the variable to be forecast — that is,
the reference variable — and the others to be utilized. This assumes
that the patterns observed in the past will hold true in the near
future. Once the leads and lags are identified, the variables can
be classified as leading, coincident or lagged.

The method by which leads and lags are identified depends on
which definition of the cycle is used. The simplest method cross-
correlates past and future changes in two economic series. Variable X
leads variable Y (industrial product, for example) if the highest
correlations are between the current value of Y and the past values
of X. The two variables are coincident if the highest correlation is for
the nonlagged values. Finally, X lags Y if the correlations are highest
between the past values of Y and the current values of X. Under
the revised definition of the business cycle, the correlations refer
not to levels, but to deviations relative to the trend; analogously,
according to the growth-.cycle concept, the correlations are between
the rates of change of X and Y.

Figure 2 illustrates how this criterion works for the growth-
cycle definition. The examples refer to the Brazilian economy in
the period January 1960 — December 1975. On the vertical axes are
shown the coefficients of correlation between the 12-month rates
of change of the reference variable (i.e. industrial product) and
the leads and lags of variable X over the same period. The leads
(+) and lags (—) are expressed in months. The values at which
the correlations are significantly different from zero at the 19 level
are indicated by the horizontal lines .22

Theoretically, for leads to have economic significance, the
correlation between the behavior of changes in industrial product
and those in the variable under analysis must be recognized be-
forehand. Receiverships, for instance, are expected to be inverselv
associated with real product; in other words, the two variables should
be negatively related or opposite in phase, since industrial slowdowns
increase the number of receiverships and vice versa. Hence, the
variable “receiverships” will be identified as lagged, coincident or

22 Throughout this article, a coefficient of correlation is considered significantly
different from zcro if its absolute value is higher than .32 at the 19, level
(the value used in the figures) or higher than .25 at the 59, level.
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Figure 2
CROSS-CORRELATION BETWEEN INDUSTRIAL PRODUCT (Y) AND
SELECTED VARIABLES(X), JANUARY |960 - DECEMBER 1975
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leading depending on whether the highest negative correlation is
during lags (months with a negative sign), in the current month
(month zero), or during leads (months with a positive sign), respec-
tively. As the figure shows, receiverships tend to lag industrial
product by one month. As our interest lies in forecasting future
cyclical reversals, this and similar variables may be disregarded in
the construction of leading indicators.

Before turning away from lagged variables, a glance should be
taken at the diagram on industrial electricity consumption (figure 2).
The one-month lag confirms the findings of an earlier study.?®
Since electricity is a basic industrial input, this variable should
lead or coincide with industrial product. The fact that it does not
may be owing to statistical shortcomings or to delays in the publica-
tion of data.2

The other diagrams in figure 2 trace the behavior of leading
variables. “Nonresidential building permits” leads industrial activity
by approximately nine months (in comparison to three months in
the study cited in fn. 23), “money supply Mj,” 25 by six months,
and “ex post federal expenditures” by eight months.2? The latter
two variables are presented in both nominal and real terms (deflated
by the general price index). The correlations are positive and
significant, with money supply registering some advantage.

Taken together, the diagrams in figure 2 sufficiently illustrate
the empirical method most commonly used to classify variables as
leading, coincident or lagged, and to quantify the respective leads
and lags in relation to the reference variable. Multiple-regression
models, in which the reference variable is explained by distributed
lagged variables or orthogonal polynomials of the Almon type, 7
are variations on the method described.

That each variable goes through numerous cycles underlines the
fact that the hypothesis of a single lead is a gross oversimplification,
despite its widespread and unqualified acceptance. Nonetheless,

28 C. R. Contador, “Indicadores de Atividade Econfmica no Brasil,”’ Pesquisa e
Planejamento Econdmico 6 (April 1976): 1-60.

24 This case is explored by J. A.P. Peixoto, “Avaliagio do Indice de
Crescimento de Energia Elétrica como Indicador de Crescimento Industrial.”
Revista Brasileira de Estatistica 36 (July-Scptember 1975): 531-40.

28 Currency plus demand, time and savings deposits, and certificates of deposit.

28 The above results are not meant to compare the lags between monetary and
fiscal policy. For this comparison to be made, other government expenditures
such as those of autarkies and government companies would bave to be included.

27 S. Almon, “The Distributed Lag hetween Capital Appropriations and Expendi-
tures,’ Econometrica 33 (January 1965) : 178-96.
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acceptance of the notion that economic series are comprised of cyclical
components of distinct durations does not imply adherence to any
theory that postulates endogenous self-sustaining cycles such as the
investment cycle of Hicks and Samuelson or the stock-cycle proposed
by Metzler.

There is convincing evidence that economies respond to dis-
turbances and stimuli in the form of oscillations that generally
fade over time. Depending on the type of disturbance, the response
may resemble a cycle, with the economy being simultaneously affected
by numerous variables, each with its specific characteristics, range
and duration of impact.

In constructing indicators, another factor that must be taken
into account is the recurrence of the fluctuations to be forecast.
If the government is concerned with long-range prospects only, there
is no need to cover short-range fluctuations. But if the policy aim
is to stabilize short-terrn growth of product, the indicators must be
duly adjusted.

From what has been said about lags and cyclical movements, it
is possible to establish guidelines for choosing variables that can be
used as indicators or included in composite indicators. Such variables
should (1) consistently conformn to known fluctuations in economic
activity, (2) present stable leads relative to the overall economy,
(3) be dominated by nonseasonal movements rather than erratic
oscillations, and (4) have importance to the reference variable or
to the economy as a whole.28 Although these criteria place leading,
coincident and lagged indicators on the same plane, the first are
unquestionably the most important to economic policy, since they
are the only ones capable of predicting fluctuations in income
and product. Coincident and lagged indicators can do no more
than serve as a check on the leading indicators.

Mitchell and Burns 2% list additional criteria that help forestall
errors of omission and false warnings, but due to problems such
as difficulty in obtaining longer time series, we were not able to
follow their suggestions. Thus, in the Brazilian case, an indicator
will receive a higher ranking:

(3) the longer and more stable its lead relative to the economic
activity or employment in each cycle. In other words, holding the

28 V. Zamnowitz and C. Boschan, “Cyclical Indicators: An Evaluation and New
Leading Indexes,” Business Conditions Digest, May 1975.

29 W. C. Mitchell and A. F. Burns, Statistical Indicators of Cyclical Rcvivals,
Occasional Papers, n® 63 (New York: NBER, 1938), p. 173.
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next three conditions constant, an indicator that leads economic
activity by four months is preferable to one that leads it by three
months, or less.

(b) the more stable and uniform its lead for cycles with dif-
ferent frequencies. The ideal indicator would lead activity by a
constant period, say four months, in any cycle. This condition
would be satisfied by a ‘“pure lag”, but the possibility of such a
lag is remote.

(c) the more stable and uniform the association between the
indicator and economic activity. For example, if regressions were
performed for the fluctuations in the indicator and those in the
level of economic activity, disaggregated into cycles with different
intervals, the coefficients of regression should be identical among
the several cycles.

(d) the wider the range of activities covered by the indicator.
What matters is that the variable chosen in constructing the indicator
be strongly associated with other important aggregate variables in
order that it satisfactorily approximate a broader process or other
economic movements.

When the variables are affected by strong seasonal elements,
i.e. by 12.month cyclical movements, it may be harder to recognize
leads and lags. Even if variables X and Y are influenced by com-
pletely different seasonal factors, cross-correlation will produce a
lag whose distortion increases with the importance of the seasonal
cycles in the formation of the series. On the one hand, if the
fluctuations in X and Y are dominated by seasonal changes, the
average lag will be basically determined by the lag between
the seasonal movements, which is often generated artificially and
is irrelevant from the economic standpoint. On the other hand, if
neither of the variables (or only one) is subject to seasonal changes,
the average lead will not be affected. Thus, special care must be
taken to identify seasonal elements, for cross-correlations habitually
marked by such elements tend to produce indicators that give
false warnings.

A statistical analysis (not reproduced in this article) 3 showed
that industrial product and employment, the two reference variables
most important for our purposes, as well as the majority of series
available for the construction of indicators, are characterized by
strong seasonal factors. This emphasizes the need to remove these
factors before aggregating the variables into composite indicators.

30 Contador, Ciclas Econémicos.
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4 —~ Construction of the indicators

4.1 — Methodology

r

The technique used for constructing leading indicators for Brazil
was that developed by the National Bureau of Economic Research.3!
This method involves analysis of the behavior of a large number of
variables which are observed at various phases of the business cycle
and aggregated on the basis of homogeneity of timing relative to
the cycle. The variables are then classilied as leading, coincident or
lagged depending on whether their turning points precede, coincide
with, or follow those of the reference variable. It is further assumed
that the variables that antedated the majority of reversals in the past
will continue to do so in the future, and can consequently be used
to form composite leading indicators.

A certain degree of selectivity is required, however. Since
seasonal variations are regularly recurrent and may be generated
or extended by the process of deflation, for instance, such variations
are of little economic concern and should therefore be removed from
the time series that comprise the indicators.

Let us assume that time series X (t) includes four independent
logarithmic additive components: a trend (X!), a seasnnal component
(X8, other cyclical components (X€¢), and a random component
(e [t]) . That is,

Log X (§) = Log X7 (t) + Log X5(t) + Log X° (1) + e(t) [6))

Our main interest is in XC, which we know to be formed of a
large number of cycles. Through statistical techniques we will try
to eliminate the effects of the trend and the seasonal variations,
and, if possible, to dampen the impact of random fluctuations. If
the components of the time series are expressed in logarithmic
terms, as in equation (1), simple differentiation will eliminate the
trend.

In turn, the series may be affected by seasonal components
formed through a moving-average and/or auto-regressive process

a1 This method dates from W. C. Mitchell's pioneer work Business Cycles
(Berkeley: University of California Press, 1913), followed by his previously cited
studics together with A. F. Burns, Statistical Indicators of Cyclical Revivals
and Measuring Business Cycles. The technique and its forecasting ability have
been the subject of numerous discussions, some of which have become classic.
See, for instance, T. C. Koopmans, *“Mcasurement without Theory,'" Review
of Economics and Stalistics 29 (August 1947) : 161-72; and R. Vining, “Koopmans
on the Choice of Variables to Be Studied and of Methods of Mcasurement,”
Review of Ecomomics and Statistics 3t (May 1949): 77-94.
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and/or degree of seasonal differentiation. For convenience sake, we
shall disregard the first two possibilities and assume that simple
first-order seasonal differentiation is capable of eliminating the trend
and the 12-month cycles. That is,

(1—-B") Log X() =n+ (1 —B") Log X°)+ (1= B e() (@

where (I — B#) is the filter formed by the seasonal differentiation,
and B the lag operator

B X@®)=X(t—-7) 3)

The rate of growth corresponds to the logarithmic derivative
of the trend and is equal to the constant p. Manipulation of (2)
transforms X (t) into a stationary series free of seasonal elements.
To facilitate notation, let x; represent the stationary series3? of
variable X;.

z(t); = (I — B") Log X () 4

Strictly speaking, x; is a rough approximation of the growth
rate of X, over the last 12 months, when the variation is close to
zero. But, given the variations estimated, it might be better to
obtain x; using the rate of growth over the past 12 months. However,
for the sake of consistency, we will maintain notation (4) .

In order to keep the more volatile variables from dominating
the indicator, fluctuations x, need to be standardized for a determined
unit. Prior normalization of the variables with their means and
standard deviations is the most common criterion used to compare
the behavior of relative changes. In other words,

z() —%;

Ug‘

z () = )
where z; is the series standardized by the average x; and the standard
deviation g,. Another form of standardization is based on the moving
average of the absolute value of x;.

In fact, this method was used in the previous study, 3 but the
continuous need to estimate new moving averages each time new

32 Another form of linear filter based on a2 moving average is that used in the
Census X-11 Program. See W. P. Cleveland and G. C. Tiao, “Decomposition of
Seasonal Time Series: A Model for the Census X-11 Program.” Joumal of the
American Statistical Association 71 (September 1976): 581-87. A more specific
filter could be developed using the general ARIMA model of Box and Jenkins.

83 Contador, “Indicadores de Atividade Econémica®; idem, “Queda e Recupera-
¢do do Ritmo de Crescimento Econémico,” Conjuntura Econdmica 30 (April 1976) :
94-99.
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information is obtained shows the shortcomings of the method.
Moreover, if the distribution of the rates of variation is relatively
stable and the number of observations is large, the normalized es-
timates obtained through the average and the standard deviation
of the sample should also be quite stable and similar to the estimates
for the universe. Under these conditions, the standardization
through (5) can be grounded on the same average and standard,
deviations, and additional calculations made only occasionally.

The next step is to obtain the mean aggregate rate of variation
for the last 12 months, in which the standardized rates are weighted
as follows:

0= T wy B 2= T w; o — k) ®)

where y (), stands for the rate of change in the leading. indicator
for the reference variable y; wgy for the weighting of variable X;
in the formation of y; and [; for the average lag (in months)
between variables X, and y,. B represents the lag operator given
in equation (3) . By definition,

X w;=1 ™

Series ¥(t);, which is comprised of standardized series, cor-
responds, in turn, to an “approximately” standardized variable.
The “destandardization” is the result of multiplying y () by thc
standard deviation of the reference variable to be forecast and adding
its average to

VO, =y +y0;a, ®)

where y* is the indicator expressed in growth rates and in dimension
comparable to the growth of reference variable y;.

The weights of the standardized variables are based on the
correlation between the reference variable and each variable x,,

=|

1w, = ()]
$] r-‘jl
Weighting variables in the above manner, i.e. in terms of
their correlation with the reference variable, is a means of by-
passing subjective criteria such as those employed first by Moore
and Shiskin and subsequently by Zarnowitz and Boschan.34 In both.

34 Zamowitz and Baschan, “Cyclical Indicators.’
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cases, the variables were chosen and weighted according to a
subjective consensus as to their economic significance, statistical
quality, regularity of cyclical timing, conformity and absence of
random components, and ready availability of data. Equation (9),
like any weighting system, involves some arbitrary choices, but it
has the advantage of placing associations between observed move-
ments over subjective preferences.

Finally, the average lag ! of indicator y* is the average of

the lags between variables X; (f = 1, 2, ... N) and the reference
variable y,;, weighted by the coefficients of correlation r;:

-3 2 ll’jl ri)'l

l, == (10)

! E 751
s

This is the approach used in constructing aggregate leading
indicators for the Brazilian economy.

4.2 — Results of the leading indicators

For observing the economy and predicting future developments, the
aggregate variables of most interest are real product, employment,
and the rate of inflation. Of the three sectors that contribute to
national product, industry, and secondly services, are best suited
to the construction of leading indicators. Despite the importance nf
the agricultural sector, two types of difficulties limit forecasting
of its short-term behavior. In the first place, production and factor-
utilization decisions are subject to seasonal restrictions. Between
planting and harvesting little or nothing can be done to alter the
quality and volume of the product, and there is always the chance
of crops being affected by pests or adverse climate. In the second
place, since decisions are made at appreciably longer intervals than
in industry, it is hard to obtain data.on short-term fluctuations of
the variables (which, in any case, are different from those that
comprise industrial indicators) . For these reasons, we chose to
concentrate on the industrial sector.

Monthly indicators were constructed for variables that portray
two interrelated phenomena: employment and product. For the level
of industrial employment, the reference variable is the series mounted
for Greater Sdio Paulo, as of 1965, by the industrial federation
of the state of Sao Paulo (Federagio das Industrias do Estado de
Sdo Paulo — FIESP) . For industrial product, the data used are
the national statistics gathered by FIBGE since 1969.
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Analysis of the cross-correlations (not reproduced here) 3% for
more than 80 variables revealed that 38 lead industrial employment
and that 32 lead aggregate industrial product. On the basis of the
value of the correlations and the number of months of the leads,
it was possible to reduce to 11 and 14, respectively, the number
of variables included in the leading indicators for employment and
product.

The composition and other information on the leading indicator
for industrial product in Brazil are given in table 2. The average
lead, weighted as in equation (10), was estimated at five to six
months, in comparison to the average lead of just over two months
produced by a preliminary IPEA indicator.3¢ The variables cor-

Table 2

Aggregate Industrial Product: Composition of Leading Indicator

Correlation

. Average Standard with Lead
Variable Deviation® Deviation® Reference (Months)®
Variableb

Nonrenldenlml Building Permita (in aquare

un 1415 .3717 .308 9—10
Remdmtml Building Permita (in aquare
ita) .0321 .2053 .421 ]
'Ru] anuc of Textile Production .0448 .0745 .700 9—10
Financing and Relinancing of Real Eatate® .3083 .1035 .478 ]
Bz Post Federal Exrpenditures® 1717 .2224 431 8
Rediscounts to Commereial Banka: Manu-
facturesd . 2080 .2326 .a88 7
Exporta: Other Producta (in USS$) .3511 . 3554 .545 7
Value of Checka Clearedd .28789 .10658 .587 .}
Credit Requeata for Purchases of Consumer
ooda: Sko Paulo (total) .0303 .2295 .903 a
Loana th h Billa of Exch d .2760 .1532 .E61 5
Laminate Produstion (total) .0744 .0815 .873 4
Value of Bills Proteated: Sio Paulod .2062 .3507 —.547 4
Employment Demand for Techniciana: Great-
er Sfo Paule .2314 .2046 715 2
Monay Supply: Delinition Mad.e .1024 .1075 .028 2

Average and standard deviation in the 12-month mate of growth.

b The reference variahle ia the indox of the real value of industrial product estimated by the Fun-
dagfio Instituto Brasileiro de Geografia e Estatistica (FIBGE). All the correlations ara aignifi-
eantly different from zero at the 19, level or higher. .

The avernge weighted lead ia 5.6 montha.
Deflated by the general price index — internal availahility.
e Currency plus demand, time and savinga deposita, plus certificntes of deponit.

a o

as Contador, Ciclos Econdmicos,

38 Contador, “Indicadores de Atividade Econémica.” At first sight, there is no
point in comparing the composition of the two leading indicators since the
reference variables are different. However, for industrial product in the state
of §30 Paulo (the rcference variable in the first study), the conclusions arc the
same.
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respond to investment decisions in construction; the behavior of
the textile industry; manufactured exports; credit and solvency in the
private sector; laminate production; employment demand for techni-
cians; government expenditures; and the money supply. Only threc
of these variables are common to the preliminary and the current
indicator — nonresidential building permits, the real value of loans
through bills of exchange, and the index of the employment demand
for technicians.

The estimates for industrial product are shown in table 3 and
figure 3, which compares the estimates of the leading indicator
and the actual growth rate of real industrial product. Unfortunately,
the length of the monthly series allowed for confirmation of the
dating of only three cyclical reversals — one in October 1973, when

Fiqure 3

INDUSTRIAL PRODUCT. COMPARISON BETWEEN THE
GROWTH OF THE OBSERVED INDEX ANDTHE ESTIMATES
OF THE LEADING INDICATOR, 1966-1977
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Table 3

Leading Indicator for Indusirial Product: Annual Rates®

Year January Fehruary  March April Mbay June July August  September Octcher Navemher Dacamhber
1000 s 3 15.1 15.2 10.4 —11.8 —10.5 — 0.5
1007 —186.6 —31.5 —1840 —156 =207 =214 —88 —17.7 — 08 0.7 8.8 —40
1008 8.5 10.3 18.7 19.5 22.2 32.5 30.9 28.0 2a.5 10.8 16.5 18.2
1080 18.5 20.7 16.3 13.9 10.4 11.8 0.8 8.0 .8 8.4 3.8 7.7
1970 12.9 10.2 9.0 7.5 — 10 —a.5 44 3.1 7.7 11.3 —68 —2.1
1971 — 5.0 2.4 7.1 — 148 8.7 4.0 0.5 11.2 8.3 2.6 5.3 10.0
1972 5.9 11.5 11.2 9.4 2.7 13.4 5.1 9.7 5.0 6.1 14.2 10.1
1973 13.6 15.2 7.7 15.1 10.8 13.4 21.8 18.2 20.3 19.5 14.9 11.7
1974 13.4 7.8 15.1 15.5 0.8 5.1 1.6 - 33 —4.3 — 5.4 — 8.2 --10.5
1975 — 9.7 -~ 93 —11.8 -10.9 — 0.4 — 5.2 — 5.0 — 1.8 -~ 2.8 2.8 4.7 5.2
1976 5.0 7.8 12.1 a.5 7.0 12.3 18 .4 7.6 9.8 8.1 9.2 11.9
1677 9.8 2.4 — 2.8 .1 — 5.8 —10.4 — 3.9 — a.9 - 0,7 —12.2 —10.8 —12.0

¢ 1In units roughly approximate to the annual grawth of the relerence variable.



growth rates began to fall, another in March 1975, when they
started to rise, and a third in August 1976, when they again declined.
The indicator accurately dated the March 1975 reversal, but erred
by two months and one month, respectively, with regard to the
1973 and 1976 turns. There is no evidence that the indicator
gave any false warnings or failed to predict important reversals.
Nonetheless, it will have to be tested further before decisive conclu-
sions can be drawn as to its forecasting performance.

Tables 4 and 5 and figure 4 refer to industrial employment in
Sio Paulo. The leading indicator is comprised of 11 variables, eight
of which are also included in the indicator for industrial product,
though with different leads and weights. With an average lead

Table 4

Industrial Employment in Sio Paulo:
Composilion of Leading Indicator

Carrelation
Variahle Dl:\‘:i!;:iz:‘ Ds;:inndl?t:s' Re‘[‘;ir‘chnu (1116:':;!“] L
Variableh
Financing and Relinonecing of Neal Fatate .3065 . 1038 .494 10
Value of Bills Protested: Sia Paula .2862 .3507 —. 839 10
Rediscounts to Commercial Banks: Manu-
{acturea L2780 .2324 589 10
Credit Requeata {ar Purchase of Coneumer
Gooda: Sko Paula .0303 .2920% . 837 ]
Renl Value of Teoxtilo Proaduction .0448 .0748 .718 ]
Snles of Household Applinnces .1713 .194aa .472 ]
Laminate Production (tolal) .0744 .0815 .858 a
Ranl Value of Faod-Induatry Produetion .0858 .Q781 451 8
Residentinl Building Permits (in aquare
unita) .0321 .2983 .a24 8
Loana through Billa of Exchanged .9780 .1532 .728 7
Real Value of Chemieal-Induatry Praduetion L1742 . 1050 .701 a

a/d Seo notea ta tahle 2.
h The relerence vnrinhle jo the indax of induatrinl employment in Sia Paula.

e The nvernge estimnted lead ia 0.8 montha.
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Leading Indicator for Industrial Employment in Sdo Paulo:

Table 5

Annual Rates®

Yoar  Jonuary February March April May Juno July August September October Novembor December
1966 o , 30.0 22.3 17.2
1067 9.1 6.2 8.7 --20.5 --25.5 -—17.0 —27.¢ --22.6 —17.5 --20.4 —20.0 —I18.6
1968 --5.3 —17.9 3.9 17.3 246 25.2 283 305 29.5 28.0 31.9 27.9
1969 21.8 21.3 21.5 102  12.0 15.6 7.6 16.8 12.2 9.2 8.7 5.6
1970 6.9 5.4 2.9 4.7 L7 7.0 7.0 3.8 7.6 5.4 9 5.2
1971 4.2 3.3 4.1 G.0 6.8 7.8 S.6 8.0 8.7 9.2 12.6 10.0
1972 6.4 8.3 7.3 1.4 7.0 7.4 4.1 5.0 5.4 5.2 5.5 4.8
1973 6.8 G.9 7.2 7.5 8.1 S.9 9.9 12.0 9.1 10.7 8.9 10.1
1974 9.3 10.0 7.6 7.7 7.4 8.3 8.7 3.4 3.7 1.5 1.0 1.2
1975 -9 -59 -53 -—53 --7.3 --85 -~7.8 —67 -—4.8 --26 -—20 —3.0
1976 --1.5 2.9 3.0 1.2 6.1 9.9 6.5 6.1 8.8 9.5 8.9 8.4
1977 1.4 5.9 8.5 4.9 5.9 2.0 .3 1.5 —52 -—4.9 3.0 3.3

a In units roughly approximate to the annual growth of the reference variable.



of over six months, the indicator performed extremely well, recogniz-
ing eight reversals in the period 1966-1977 — in July 1966, June
1967, November 1968, May 1970, November 1973, April 1975, October
1976, and October 1977. The last two reversals nearly coincided
with turns in industrial product. The ex post accuracy of the estimates
is clear from figure 4, which also depicts the fluctuations in the
actual level of industrial employment. Only in the case of the
November 1973 reversal was the indicator imprecise.

Figure 4

INDUSTRIAL EMPLOYMENT IN SAOC PAULO: COMPARISON
BETWEEN THE GROWTH OF THE OBSERVED INDEX AND THE
ESTIMATES OF THE LEADING INDICATOR,IS66—-1977
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Even a glance at the short cycles observed between 1966 and
1977 shows that the indicators erred only slightly. In table 6,
the dates of reversal forecast by the leading indicators are com-
pared to the effective indices for industrial product and employ-
ment. The 1970-1973 expansion began in May 1970 according to the
employment data and in January 1971 according to the product data.
In terms of employment the indicator dated the recovery six months
too late, and in terms of product two months too. early. The
subsequent contraction in industrial activity (1973-1975) started in
October or November, according to product and employment statis-
tics, respectively. In both cases, the estimates of the leading indicators
preceded the actual turns by three months. As to the recovery that
began in March-April 1975, the product indicator was accurate and
the employment indicator erred by only one month. The next
reversal, in September-October 1976, was predicted two months
early in the case of product and four months early in the case of
employment. Finally, the (short) recovery witnessed in October 1977
has so far been confirmed by employment data only, but with an
error of just one month. It must be emphasized that since the
information required for the indicators is made available an average
five to six months beforehand, the predictions concerning the 1976
and 1977 turns were reasonably accurate.

The forecasting ability of the leading indicators employed can
hardly be assessed on the basis of their ex post confirmation of the
cycles up to 1975. Their ex ante predictions for 1976 and 1977,
however, are proof of their performance.

5 — Concluding remarks

The aim of this paper has been to outline a method for cconstructing
economic indicators so as to reduce uncertainty concerning the
future and thereby aid policymakers. Like any other, the method
has its shortcomings. Hopefully these shortcomings have been
limited by examination of the available data on the most important
cycles in the recent past.

The leading indicators for product and industrial employment
were constructed on the basis of 80 monthly series. The period
covered is relatively short, with the longest series going back to
1965. However, the Brazilian economy has undergone far-reaching
changes in the last two decades, and the cause-and-effect mecha-
nisms among the variables have most surely been extensively altered.
If this is the case, the relationships and mechanisms operative in
the distant past are therefore capable of revealing little about those
most influential at present and in the future,
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Table 6

Cyclical Reversals in Industrial Product and Employment, 1966-1975

Industrial Produet Industrinl Employment

Revarsal Error in Error in

FGV* FIBGEb Indicatar® Forecastd FIESPe Indicator! Farecnst®

(Menthas) (Manths)
1 1966—b e July/66— s e
2 1967 +Hi e May/67 + e June/87+ July/07— —1
k| 19681 s June/68— ¥ ik Navember/68—  Naovember/68— (1]
4 Ve January/71+ November/70+ +2 May0+ Naveamher[70+ —6
B . Qetober/73— July/713— +3 November/73— Auguatf73— 43
a 1975k March/75+ Marchfi5+ Q April/75+ May/75+ —1
1 1976w Septembar/76—  July/76 — +2 Qectaber/78 — Junef76 — +4
L] 19770 i3 Octaber/77+ i Qctoberf?77+ Septomber /77— +1

Nate: Revermals are indiestad hy <+ (expansion) and — (contrection).

Aceording to the snnual nggregnts growth rate estimated by tho Centra de Cantas Naclenaia of the Fundacdo Getilioc Vargaa.
According to the 12-manth grawth rate of the real value ol industrin]l product estimated by FIBGE.
Aencrding ta the 12-manth grwth rate afl the leading Indicator listed in tahle 3.
Difference hetween the timing of the reverasl as pointed to by the FIBGE data and the leading indieatar. A pesitive (negative) value reveals
that the indieator erred by predicting the date of the revermanl too carly (ata).
IA‘cul:rdin‘ to the 12-manth grawth rate of industrial employment in Sia Paulo estimated by the Federacia dos IndBatriaa da Estado de S8a
aulo,
Leading indicator listad in {able &
Difference hetween the timing af the reversal as painted ta by the FIESP data and tha leading indiestor.
Annual growth rate estimated st 11.7%.
3.0%.
Idem, 16.5%.
ldem, 6.2%.
Idem, 10.8%.
m Idem, 2.9%.
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For this reason, plus the lack of statistics and the difficulty
of obtaining uniform series prior to 1965, to have extended the
analysis to earlier periods would have been too time-consuming and
too costly in terms of computation expenses. Even so, we sought to
provide an historical overview of the more important and jonger-
lasting cycles of the last 100 years. Although the data are admittedly
poorer than those-currently available, the timing and duration of
the cycles are at least suggested. Judged in terms of recorded

history, our estimates identified the major cycles with reasonable
accuracy.

The method adopted for constructing the indicators follows
that used by the National Bureau of Economic Research. The indi-
cators registered an average lead of five to seven months, and scored
well in forecasting the main cyclical reversals. Their performance
was appraised according to two criteria: their ability to predict
reversals, and their accuracy in dating these reversals. With respect
to the first, they indicated precisely the same behavior as the reference
variables for product and industrial employment. As to the second,

they proved satisfactory, though not perfect, in dating the more recent
reversals.
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The structure of industrial wages in 1970 *

Paulo Vieira da Cunha ®**
Regis Bonelli **

1 — Introduction

Although a much researched topic, the determination of wages is
still a subject of controversy, periodically calling forth a new wave
of divergent opinion concerning: (1) the levels and rates of change
in individual wages over time, (2) the share of wages in total
income, and (3) the distribution of average wages among the various
economic activities. Despite the links between the three distributions
— that is, the personal, functional and sectoral distributions — the
first two have received considerably more attention than the third.
Indeed, after a flourish of contributions stemming from the industrial
organijzation literature of the fifties, it is only recently that the
analysis of average wages by sector has come under renewed interest.

The study of average wages is facilitated by the ready avail-
ability of data. Moreover, average wages can be analyzed together
with the more usual economic indicators that have to do with firms
or sectors, such as profit rates, the stock of capital, the productivity
of labor and the size of industrial establishments. The very concept
of individual wage determination presupposes some theory about
the link between an individual's wages and those variables whose

® This paper was first presented at the 5th annual meeting of the Associagio
Nacional de Pds-Graduag¢io em Economia (ANPEC), Rio de Janciro, Decembeor
1977, and subsequently published as “Estrutura de Saldrios Industriais no Brasil:
Um Estudo sobre a Distribui¢do de Saldrios Médios em 1970, Pesquisa e
Planejamento Econémico 8 (April 1978): 117-67. The translation is a revised
version of the original text, which was substantially improved thanks to the
comments of D. Werneck, A. L. O. de Almeida, A. Mello e Souza, E. ]J.
Reis and R. Ekerman.

®es Of the research institute of IPEA,
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roles can only be determined at the aggregate level — and this is,
in itself, the subject of the debate we wish to explore. Even if
individual wages reflect the overall productivity of labor, it is
extremely difficult, except in the case of the most rudimentary
production processes, to ascertain the productivity of a single worker

as something distinct from, albeit related to, his occupation, age,
sex or educational background.

In this study we consider two alternative, though complemen-
tary, hypotheses about the factors underlying the variation in average
industrial wages: a structural hypothesis that is fundamentally based
upon sectoral and regional differences in the organization of produc-
tion, and a personal-characteristic hypothesis built around the dis-
tribution of human-capital attributes in the labor force. It should
be emphasized at once that our intention is not to assess the
superiority of one approach or the other (a task which, even at the
empirical level, would require additional data and more precise
statistical procedures), but merely to highlight some aspects that

are frequently overlooked in the discussion concerning the distribu-
tion of wages.

2 — Analyses of interindustry wage structure: an overview

Interindustry wage distribution is important to understanding incoms
distribution as a whole. Some of the first studies on the theme,
which date back three decades, focused on the impact of unioniza-
tion! or the level of economic activity? on the wage structure.
Hiring policies were also seen to be relevant.® The fact that these
policies were conditioned not only by the qualifications of the
workers, but also by the economic structure of the firms (e.g.
the ratio of the wage bill to the income generated, or the profit per

unit sold) soon indicated that the simple theoretical models were in
need of revision .4

The conclusions drawn by Ross and Goldner succinctly reveal
the nature of the initial research in this field. Having examined

1 See, for example, A. M. Ross, “The Influence of Unionism upon Earnings,™
Quarterly Journal of Economics 62 (February 1948): 268-76.

2 Sec, for instance, A. M. Ross and W. Goldner, “Forces Affecting the Interin-
dustry Wage Structure,” Quarterly Journal of Economics 64 (May 1950) : 254-81.

8 Similarities in wage structures in different countries, in various regions
and cities in the United States, and in certain industries over time are examined

by S. Lebergott, “Wage Structures,”” The Review of Economic Slatistics 32
(1950) : 279-85.

4 See S. H. Slichter, “Notes on the Structure of Wages,” Revicw of Economics
and Statistics 82 (February 1950) : 80-91.
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the behavior of average wages in approximately 50 industrics ovfr?
the period 1933-1946, they ascertained the following. (1) The averages
increase had been US$.60 per hour, and the deviation from the’
average was less than US$.10 in 35 industries. Wages had therefore'
accompanied economic growth as a whole rather than the expansion
of individual industries. (2) Relative wage increases had been
greater in those industries that were less unionized at the beginning
of the period than in those that were more so. (3) Wages had
risen most in the activities in which employment had also grown
most.5 Increases had been higher in heavy industry, with its oligo-
polistic market, than in those activities with competitive markets
such as those for consumer goods.® Since unionization, growth
of employment and oligopoly were observed in the same group of
industries, the authors conclude that wage gains can surpass the
average only in the presence of unionization, but that this factor
alone is not sufficient to bring this about.?

Some 10 years later, Reder attempted to bring the discussion
into line with conventional wage theory, noting that the literature
was abundant in ad hoc hypotheses, some of which were in agreement
with neoclassical price theory, but many of which were not.# The
importance of Reder’s argument, which concerns a competitive labor
market where the various industries in the same locale offer the
same pay to equally qualified workers, lies in the distinction between
short and long-range features. At short term, wages should rise with
increased employment due to labor-supply inelasticities. The associa-
tion between growth of employment and differences in qualifications
is therefore positive, since skilled labor should become relatively
scarce. At long term, however, wage differentials should depend on
skill mix alone, reflecting neither capital investments (total or per
capita) nor the volume of employment.

As one might expect, Reder cancentrates on applying the “com-
petitive hypothesis” ? summarized above and on showing the incon-

& The opposite canclusian is reached in the well-known study hy the OECD,
Wages and Labor Mobility (Paris, July 1965) , which questions lahar competition
thearies and the cfficiency of labor markets in allacating wages.

@ Cancerning the influence of product markets on wages, secc J. W. Garbaring,
“A Theory of Interindustry Wage Structure Variation,” Quarterly Joumal of
Ecanomics 64 (May 1050) : 282-305.

7 Rass and Galdner, pp. 280-81.

8 M. W. Reder, “Wage Differentials: Theory and Measurement,” in Aspects of
Labor Economics (New Yark: NBER, 1964), pp. 257-99. Reprinted in Readings
tn Labar Market Analysis, ed. J. F. Burtan, Jr. el al. (New York: Holt, Rinchart
and Winston, 1971), pp. 281-309. In this article, page rcferences are ta the
latter.

9 *... the hypathesis that priccs and quantities behave as though they were
i‘n long-run equilibrium under conditions of pure competition.” Ibid, p. 296,
n. 45.
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sistencies in the “heterodox” hypotheses. His findings point, for
example, to weak long-range correlations between average hourly
wages and productivity (total, a la Kendrick) and profit rates.
Furthermore, he denies that noncompetitive industries raise wages
more readily than competitive industries (on the basis that the
further monopolization of a group of industries between 1899 and
1937 was negatively, though not significantly, associated with increases
in average wages) . Finally, he notes a positive association between
the interindustry wage hierarchy and the wealth (sic) of the skill
mix in different activities.

The crux of Reder's argument is that previous studies had by-
passed skill mix in favor of structural variables such as productivity,
unionization, market structure and concentration, profits and hiring
policies. Taking skill mix into account makes it possible to reconcile
these heterodox interpretations with the competitive hypothesis,
especially at long range. At short range, the performance of this
hypothesis is less favorable due to the evidence being less clear and
to the need for examination of specific cases.

Reder’s approach is not supported by the OECD comparison of
wage structures in the United States and 10 European countries.!0
In this study, the main conclusion is that the average wages in
different industries are linked to relative changes in employment
neither at short nor at long term. It is also contended that wage
scales remain stable for long periods of time, whether viewed from
the occupational, regional or interindustry standpoint. Furthermore,
wage differentials are shown to exert little effect on labor transfers,
and to be dependent on market concentration and profit levels.

The latter results were qualified by Weiss, who notes the
theoretical ambiguities: the monopolist may offer relatively low
wages due to production and employment restrictions, but should
pay more owing to high profits.1! Empirically, he verified that more
concentrated industries pay higher wages to workers in similar
occupations but obtain more skilled labor and workers with “socially
desirable” (e.g. racial) characteristics.

As time passed, the approach changed. Thus, in the fifties,
when both monopolies and unions gained increasing power in the
United States, the demand for labor was the center of interest;
accordingly, the industrial structure was analyzed from the point
of view of its differential impact on wages. In the sixties, concern

10 OECD, especially pp. 85-118.

11  This may encourage unioni2ation. Weiss notes that the degrece of cancentration

is strictly related to the degree of unionization. “Concentration and Labeor
Earnings,” in Readings in Labor Market Analysis, ed. J. F. Burton, Jr. et al,
pp- 344-61.
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shifted from the structural (demand) side to the individual or
human-capital (supply) side, with special emphasis on low-wage
employment.12

An interesting attempt to reconcile these approaches was made
by Watchel and Betsey, 33 who attribute to Bluestone 4 the dual-
labor-market model that they adapt and estimate. Though simple in
construction, it is difficult to provide empirical estimates of this
model, which may be briefly described as follows. Assuming, as
in figure 1, that the demand for labor on the part of three industries
is represented by curves I,, I, and I,, 1% and that the differences in
human capital are depicted by supply curves H,, H, and H; (where
H; stands for greater endowments than H,, etc.), two models can
be analyzed at the same time. According to one, the labor supply
is stable and wages are determined by the industrial structure.
According to the other, the demand for labor remains at the same
level and wages are influenced by differences in skill.

The supply curves (H) reach the positions observed in the
figure due to more qualified individuals receiving higher wages,
as well as to their being relatively few in number. Thus, a worker
endowed with skill H, would earn wage w,, in industry 7, w,s, in
industry 2, and wy, in industry 3. Equally qualified workers therefore
receive different pay depending on the industries in which they are
engaged, and wages may vary within a given industry depending
on the skill of its employees. An important implication is that less
qualified workers, if engaged in certain activities, may command the
same wages as more qualified persons in other activities. This is
owing to the separation of labor markets and to a lack of mobility
that may be considerably prolonged by artificial educational require-

12 Among which might be cited the well-known studies by Schultz and Becker,
as well as the overview by J. Mincer, “The Distribution of Labor Incomes: A
Survey with Special Reference to the Human Capital Approach,” Journal of
Economic Literature 8 (March 1970): 1-26.

13 H. M. Watchel and C. Betsey, “Employment at Low Wages,' Review of
Economics and Statistics 54 (May 1972): 121-29.

14 B. Bluestone, “The Tripartite Economy: Labor Markets and the Working
Poor,” Poverty and Human Resources, July-August 1970. The concept of a
dual labor market was actually developed by P. Doecringer and M. Piore, mainly
in Internal Labor Markets and Manpower Analysis (Washington, ‘D.C.: Heath
and Co,, 1971) .

18 The differences between the demand curves reflect the differences among
industries as to technology, proﬁt rates, market concentration, unionization, etc.
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FIGURE |

Wages

Employment

ments, scarcity of information about the job market, the financial
cost and risks of moving from one place to another, discrimination,
union regulations, and so forth.

Using these considerations as their point of departure, Wat-
chel and Betsey developed a wage-determination model capable of
decomposing demand effects (i.e. structural variables) and supply
effects (personal characteristics) . So as to minimize the problem
of multicollinearity, a two-stage regression analysis is performed.
In the first stage, the effects of personal characteristics (job tenure,
color, age, sex, education, and marital status in this case) on wages
are eliminated, and an attempt is made to assess the influence of
structural variables on this wage variable from which the impact of
personal characteristics has been removed. Then, in the second
stage, another regression is performed in which the dependent variable
is the residual of the previous regression, and the independent
variables are structural (i.e. industry, region, size of the city where
the firm.is located, occupation, union affiliation) . The process may
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subsequently be reversed, by beginning with the structural variables
and using personal characteristics as the independent variables in
the second stage.16

The results obtained in the first stage point to the relative
importance of education, job tenure and color, which together ex-
plain 349, of the variance in wages. The outcome of the second-
stage regression (in which the residual of the preceding regression
serves as the dependent variable) indicates the importance!? of
industry and occupation, and, secondarily, of region and city size;
the multiple correlation coefficient is .28, and all the variables are
significant at the 19, level. On the basis of this evidence, the authors
conclude that once the effects of personal characteristics have been
removed, industrial structure explains wage differentials to a substan-
tial degree. Reversing the process (i.e. introducing the structural
variables in the first stage) yields similar results. Industry and
occupation, and secondarily region, city size and union affiliation,
jointly account for 35%, of the variance in wages. The relative im.
portance of color and education stand out in the second stage.1®

Watchel and Betsey conclude their work by drawing some inter-
esting implications with respect to low-wage employment. In parti-
cular, they note that education and training programs are based on
the premise that workers have not invested enough in themselves —
an approach which resembles that prevalent in the nineteenth cen-
tury, when poverty was considered the result of personal failure or
sheer laziness.1® Thus, the emphasis has been on improving human
capital, rather than on how to employ this capital in the labor
market. Most important, in these programs, the structural charac-
teristics of the labor market and their influence on wage levels have
been slighted. Although the study by Watchel and Betsey is open
to criticism from several angles,2? it must be recognized that the
authors make a coherent attempt to show the complementary nature

16 All the variables except wages are cxplicit, and were specified using dummics.
17 Measurcd by the beta coefficients.

18 At this stage, the correlation coefficient is .25. \We are considering this
analysis in greater detail owing to its similarity to our model.

190 This is akin to blaming the victims for their own plight. It might be notcd
in passing that similar attitudes still prevail in certain circles in Brazil.

20 Sce E. Kalachek and F. Raines, “The Structure of Wage Differences among
Mature Male Workers,”” The Journal of Human Resources 11 (Fall 1976):
484-506. In addition to the problem of identification, the model contains some
theoretical inconsistencies. If the labor markets were truly segmented, for
example, figure 1 would have to include a different set of labor supply curves
for each demand curve. Moreover, if the markets were not segmented, the
disequilibrium shown in the figure would not occur because competitive forces
would equalize a given wage on all markets.
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of structural variables and personal characteristics, and that their
conclusions are based on observation of real economies rather than
on textbook theories.

Turning to the Brazilian case, the only studies of which we
are aware are those by Senna, *! parts of works on industrial labor
by Moura Castro and Mello e Souza, 22 and, later, by Macedo.?
Macedo analyzes average wages at the two-digit level as a function
of (1) a Theil index of concentration, (2) an economy-of-scale
parameter, (3) the level of effective protection of the industry, and
(4) its capital/labor ratio (measured in terms of horsepower per
worker) . Of the [our, only effective protection was found Lo be
significant.

Moura Castro and Mello e Souza, basing their analysis on datu
from the Ministry of Labor (Lei dos 2/324), consider interindustry
wage differentials as a function of average education and the size
of the industry (measured by the proportion of workers engaged in
firms having less than 50 employees) . Although the analysis is
limited to 21 observations, average education and size of industry
together account for 739, of the average-wage differentials, and
singly respond for 689, and 359, respectively. The rate of return
to education rises significantly with the size of the firm, thereby
suggesting a notable interaction between schooling and the size
of the firm in the formation of average wages. This is especially
true of training courses such as SENAIL? and to a lesser extent of
traditional academic curricula.

21 ], J. Senna, “Andlise dos Diferenciais de Saldrios entre as Diversos Ramos da
Indstria Brasileira,” in 4 Economia Brasileira e Suas Perspectivas, 1976, Estudos
APEC, n° 15 (Rio de Janeiro, 1977), pp. 283-93. Two other analyses of the
Brazilian case are being bypassed because they focus on different aspects of
the issue — tbe breakdown of average wages and the demand for labor, respec-
tively. The first is an article by M. da Mata and E. L. Bacha, “Emprego ¢
Saldrios na Inddstria de Transformagio, 1949/1969,"" Pesquisa ¢ Plancjamento
Econdmica 3 (June 1973): 303-340. The second study is by R. B. M. Macedo,
“Models of the Demand for Labor and the Problem of Lahor Absorption in
the Brazilian Manufacturing Sector” (Ph.D. dissertation, Harvard University,
1974) .

22 C. M. Castro and A. Mecllo e Scuza, Mdo-de-Obra Industrial no Brasil,
Cole¢do Relatdrios de Pesquisa, n® 25 (Rio de Janeiro: IPEA/INPES, 1974),
pp. 270-82.

22 R. B. M. Macedo, “Distribui¢io Funcional na Indistria de Transformag3o:
Aspectos da Participagao do Trabalho'' (Ph.D. dissertation, Universidade de Sio
Paulo, 1977), pp. 169-74.

24 Promulgated in the late 1940s, this law stipulated that two-thirds of firms’
employees had to be of Brazilian origin. To guarantce adherence to the law,
firms were surveyed annually.

25 SENAI (Servigo Nacional da Aprendizagem Industrial) is the official nation-
wide industrizl training program.
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Senna investigates the structure of average wages in 18 manu-
facturing industries, also using the Lei dos 2/3 as his data source.
From the outset he notes that, given the results of a previous study, *4
the differences in the levels of average education in the various
industries should be important in explaining wage differentials; this
is confirmed by the regression analysis, which indicates that average
education accounts for 439, of the variance in wages. That a measurc
of industrial concentration is the next variable introduced rcveals
that Senna opted for a model which brings together human-capital
and structural characteristics. The inclusion of this variable raises
the coefficient of correlation to 679,.27 A third variable — technology
(expressed as the ratio between royalties paid and industrial value
added 28) — further raises the coefficient to 719, though the coef-
ficient of this variable itself is significant at only 109,. In turn,
replacing technology with the growth rate of product over the
previous three years increases the regression coefficient to 739.
When the four explanatory variables are considered together, R*
rises to 76%, but there is a drop in the significance of technology
(now nonsignificant) and growth of product (significant at the
109, level) . Thus, although Senna stresses the role of education, *?
his model also reveals the impact of structural variables cn wages .

3 — Average industrial wages: explanatory models

From the preceding discussion, it should be clear that empirical
models for analyzing average wages have generally included variables
intended to reflect the differences in the structures of production
and in the distribution of personal characteristics among the various
sectors. Nevertheless, inclusion of both factors is not in itself a

26 J. J. Senna, “Escolaridade, Experiéncia no Trabalho e Salirios no Brasil,”
Ensaios Econ6micos da EPGE, n.° 22 (Rio dc Janciro: Fundagio Getulio Vargas,
1976) (Mimeographed) . In this study, based on individual wage data. the
formal education variable explains about 259, of the wage dilferential. Inclusion
of the cxperience variable raises the figure to 369%,.

27 Concentration is measured by the share in total sales of the four largest
firms in the industry. Alternative measures, expressed in the form of dummy
variables, yield similar results. ‘The positive value of the cocfficient confirms
the association between concentration and wages, and is therefore in accord
with the hypotheses of Weiss and Garbarino.

28 Valor da transformagio industrial (VIT) .

20 Senna contends that the role of education “comprises additional evidence of
the importance of human-capital madels to the analysis of the problem of
incomc distribution, with the relevance of formal schooling standing out™
(p. 292) .

30 It would be intcresting to know what would happen if a variable other than
average cducation were introduced first.
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theory of wages; their juxtaposition merely brings one nearer to an
empirical reality that may support many — often contradictory

interpretations. The underlying reasoning may be expressed as
follows.

Let us, for the moment, leave aside what happens to the pool
of unemployed labor and as yet unoccupied new vacancies. In this
case, there would be a direct correspondence between the distribu-
tion of wages, reflecting the structure of jobs, and the personal qua-
lifications of the workers who hold these jobs. Note that while
it is conventional to argue that wages are a function of personal
characteristics, it would then be just as valid to postulate the inverse
— that is, that wages are set for specific jobs and vary only slightly
(and erratically) with differences in the qualifications of the workers
who hold them. From this viewpoint, wages would be influenced
by personal qualifications only to the extent that these are the
means by which the worker gains access to the desired position. To
differentiate between cause and effect, it would therefore be necessary
to analyze the access mechanisms themselves — in other words, the
means by which the labor supply is transformed into an active labor
force.

Nevertheless, in an analysis of average wages, the object of study
cannot be the market mechanism itself, if only because it is unob-
servable. Rather, it should be the immediate result of this me-
chanism. Since the data itself, the average wage, is an outcome
of unobserved mechanisms, ambiguities will arise when interpreting
experimental results based on this information. In other words, we
are faced with an identification problem; there are at least two
ways to conceptualize and decompose the average-wage diffcrentials,
but the reduced forms are, as we shall see, the same. Thus, if there
is anything original in our approach, it lies in our demonstrating
that the two conclusions (that wages are a function of personal
characteristics or that they are set for given jobs) can be reached
using the same variables. Specifically, our aim is to criticize an
interpretation which, due either to force of habit or lack of alterna-
tives, has become common in labor market analysis: the insistence
on seeing a cause-and-effect relationship between workers’ qualifi-
cations and wages.

This association has been made so often that it has come to
be taken as fact rather than theory. However, it is only recently,
with the development of human.capital theory, that the causal re-
lationship between investments in education or training and returns
in the form of wages (operating through changes in the productivity
of labor) has been fully formalized. It is therefore justifiable to
link the argument “wages arc a function of personal characteristics”
to this theory. In doing so, we can, without loss of generality, limit
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the range of characteristics to those that effectively embody the
worker’s human capital — that is, general knowledge and specific
training.3!

In contrast, the link between wages and jobs has received
much less attention, and more in industrial relations literature than
in the usual economic treatises. This may in part be due to the
fact that this is a rather unattractive theory to those who are
habituated to the liberal apology of equal opportunity with shared
goals for labor and management. Both notions would be seriously
compromised were it admitted that the division of labor is the
outcome of the structure of production — “'of specialization to serve
the machines” — rather than the other way around. If wages are
a function of jobs, the employment structure, which is controlled
not by the workers but by those who hire them, functions as an
all-important mediator between personal characteristics and wages.
From this standpoint, a theory of wages should begin from the
organization of the work process and then extend to the qualifica-
tions of the labor force necessary to this process. The political
significance of this approach is therefore clear. It questions the
feasibility of redistributing wages, and ultimately income, via changes
in the labor supply.

Having made these observations, we shall proceed as follows.
First, we consider how and why structural characteristics are in-
troduced into the usual human-capital model. Second, we summarize
some of the criticisms that have been directed, in this context, against
human-capital theory. Finally, and on the basis of these remarks,
we outline the principal arguments of what could be, but is so far
an admittedly tentative, alternative theory.

In empirical applications of human-capital theory, structural
characteristics are included primarily for control purposes. They
should serve to delete (1) transitory effects due to fluctuations in
demand, 3% (2) nonpecuniary and non-wage benefits, 3 and, above
all, (3) the legal-institutional faciors that influence the operation
of market forces.

31 Wc are not overlooking innate ability, but assuming that it excrts more
influence on the production of human capital than on wages. See Z. Griliches
and W. Mason, “Education, Income and Ability,”” Joumnal of Political Economy
80 (May]Junc 1972): S74-S108.

32 §. Danziger and M. Weinstecin, “Employment Location and Wage Rates of
Poverty Arca Residents,” Journal of Urban Economics 83 (April 1976): 127-45.

a3 C. J. Duncan, “Earnings Functions and Nonpecuniary Benefits,” Journal of
Human Resources 11 (Fall 1976) : 462-83; R. Lucas, “Hedonic Wage Equations
and Psychic Wage Returns to Schooling,”' American Economic Review 67 (Sep-
tember 1977) : '549-58.
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Furthermore, even in the human.capital model, structural
characteristics are important determinants of the price of labor
whenever there is a systematic relation between technology and the
amount of on-the-job training required for efficient production. A
persistent problem in the theory is the difficulty (some would say
the impossibility) of measuring, independent of age and experience,
the amount and value of non-formal training. Considering the overall
importance of on-the-job training as a form of qualification, 3 it
is necessary to include variables in the empirical model that indicate
the effect of such training on wage differentials.3 Thus, in the
usual wage equations, it is not surprising to find a positive and
statistically significant association between the volume of capital (a
standard proxy for technological complexity) and the level of wages
— a result that, in the interpretation given by the theory, reflects
the amount of specific training in the industrial occupations.3¢

When included in this manner, technological determinants are
exogenous to the model. Consequently, where markets operate effi-
ciently, it can be assumed that there is a strict and measurable
relationship between the worker’s wage and his (marginal) contri-
bution to the total earnings of the firm.37 Since this approach
rests on relating the worker’s relative productivity3® to his stock
of human capital, accurate measurement of the latter would make

3¢ According to Mincer, “there is evidence that work expericnce is much more
important than age in affecting productivity and earmings.” He views “produc-
tivity-augmenting work experience as an investment phenomenon. The assump-
tion of costless opportunities for augmenting productivity, which is somctimes
implied in the notion of ‘learning by doing.’ cannot be dcscriptive of labor
markets where labor mobility is the norm rather than the exception.” J. Mincer,
Schooling, Experience and Earmings (New York: Columbia University Press, 1974) ,
p. 65.

33 “While measures of on-the-job training exist, they are simplistic. Age or
job tenure can hardly be expected to provide an accurate proxy.”” M. L. Wachter,
“Primary and Secondary Labor Markets: A Critique of the Dual Approach,”
Brookings Papers on Economic Activity, 1974, n° 8, p. 654.

3¢  The theory behind this approach is presented by S. Rosen in “Learning and
Experience in the Labor Market," Joumal of Hluman Resources 7 (Summer 1972) :
326-42. Rosen argues that workers choose jobs not only for their pay and non-
pecuniary benefits, but also for their training opportunities. Since obscrved
wages have different work/training ratios, they must be adjusted when estimating
the income gradicnt.

37 Lecaving aside short-term fluctuations on the markets for goods and labor,
as well as poasible lags assocated with training that extends over more than one
period.

38 That is, the performance of workers with different qualifications in relation
to the same tasks, Note, however, that neither wage levels nor the total wages
in the cconomy are being considered. These, as Mincer recognizes, are determined
by the intcraction of supply and demand forces in 2 way that is yet to be duly
explained.
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explicit consideration of job characteristics unnecessary. Each wage
would correspond to a level of productive capacity established by
the personal characteristics of the worker in competition with those
of the other members of the labor force. 39

This belief that the worker himself sets his tasks and conse-
quently his wage through the competitive process, even in modern
industrial firms, is the theoretical foundation of all human-capital
models.4° It is from this perspective that Eckaus calls attention to
the fact that in order to understand how these models operate, it
is necessary to imagine a sort of production process in which the firm
profits most not from designing (and imposing) a relatively fixed
structure of jobs (and of social relations uniting them), but from
a constant flow of labor among a wide range of tasks, each pursued
by, and created for, a specific “type” of labor, with each “type”
being defined by a given level of formal education or training and
a corresponding wage .41

These hypotheses allow for the following simplification of the
wage-formation process.** Once the price of each of the personal
characteristics demanded in the market (i.e. by the universe of
competitive firms) has been determined, the rate of return on
specific investments in human capital is simultaneously established.
Moreover, considering that in the short run new investment projects
can affect the stock of human capital only marginally, it can be
said that the supply of labor is, in itself, a distribution of wages.
It is only through changes in the rates of return to human-capital
investments that there are changes in wages, and these occur only as a
result of the confrontation of aggregate supply and demand for

30 The same argument is applicable to the average-wage differential. The
industries that requirc morc qualified labor offer higher average wages, in
direct proportion to the intrasectoral distribution of the types of manpower.

40 This premise stands cven in the “complex’’ models that take the organization
of labor into account. With regard to assembly lines, for example, Akerlof
“surrcalistically’’ (sic) hypothesizes that “velocity” replaces “working conditions™
and ‘“educational level’’. The better the worker, the higher the velocity he
can toleratc. At equilibrium, therefore, no worker will want to transfer from
one assembly line to another that operates at a different speed. See G. Akerlof,
“The Economics of Caste and of the Rat Race,”” Quarterly Journal of Economics
90 (November 1976) : 599-617.

41 R. Eckaus, Estimating Retumns to Education (Berkeley: Carnegic Foundation
for the Advancement of Teaching, 1973), pp. 64-G5.

42 The introduction of stochastic elements and the imperfect measurcment
of the variables does not affect the bases of these propositions. The use of
indices and signals allows for equilibritm at more than one point. However,
as Spcnce maintains, wages arc always equal to their marginal products.
M. Spence, Markel Signaling (Cambridge: Harvard University Press, 1974),
p- 176.
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labor. In other words, thc wage distribution has been delineated
without regard to the types of jobs existing in the economy — jobs
that, as far as we know, are logically established in line with the

production requirements of the firm, rather that with the personal
characteristics of the workers.

Unquestionably, the worker can choose among employment
opportunities within the limits of his own attributes and the
prevailing market conditions. Once engaged by a firm, however,
the decision as to where and how to apply his labor is no longer
his.42 It is in this sense that the labor relationship is strictly skewed
and coercive. Skewed because labor is not productive unless it is
exercised in a given production structure; hence, productivity can.-
not be bargained outside the labor relationship. Coercive because
the firm alone allocates workers to any number of hierarchically

organized positions that are determined beforehand and as a result
of its production structure.

What is important, therefore, is to select the best-suited worker
for each job. To the extent that the firm is unable to contract
workers with the desired traits at the wages currently offered (or,
on the contrary, to the extent that there is an oversupply of such
workers), the firm will modify its wage structure. Thus, as in the
preceding argument, there is allowance for competitive market
forces, though with a [undamental difference: the dependence of

labor on wages as its only means of survival implies that it is
subordinate to production.

What is striking in the modern industrial enterprise, however,
is not only its employment of a large number of formally prepared
workers, but its transformation of labor into the skills and attitudes
needed for the production effort and adapted to the maintenance
and legitimization of its specific work process. The result, as
Thurow 4 points out, is that the labor market is not the locus of
competition for given jobs. Rather, it is a market that brings together
the supply of trainable workers and a demand for services that is,
simultaneously, a supply of training. Under these circumstances,
training opportunities are linked to the creation of jobs that require
specific skills. In other words, the supply and demand curves are
not independent because the definition of jobs antecedes the demand

for training; without access to jobs, there is no opportunity for
training.

43 Strictly speaking, power over the wage worker is limited by labor legislation
alone. Nevertheless, since firms usually strive to legitimize their positions

before their employces, they rarely act in an arbitrary manner or show op<n
discrimination.

44 L. Thurow, Generating Inequality (London: Macmillan, 1976), pp. 79 ff.

46



Despite what has been said so far, internal job structures aré
not the immediate result of a given production process or a given
technology. Technology alone does not determine the labor process;
it merely defines the range of possibilities. Even so, internal job
structures are not flexible, at least not in the sense that they respond
smoothly to external or internal pressures. The very idea of a
production structure militates against the supposition that the same
goods can be arbitrarily produced in many ways, or that factors can
be used in different proportions depending on price changes. Labor-
market patterns, especially when examined at the level of a specific
configuration of firms, should be viewed as the historical outcome
of a continuous process that, among other things, transforms poten-
tial labor into an active labor force.

It has been repeatedly emphasized that cost minimization re-
quires periodic reorganization of the labor process, and that such
reorganization tends to follow the adoption of new technologies.
However, what is often overlooked is that some technologies are
introduced not as a result of market competition, but as a means
towards increasing control over the labor process. Legal restrictions
on the length of the work day, together with safety regulations,
have diminished, though unfortunately not eliminated, the practice
of extensively augmenting labor’s contribution during the production
process. Its intensive utilization has therefore become increasingly
important; the worker has been obliged to perform his tasks at a
faster pace, which calls for greater efforts in the form of mental
concentration and/or manual dexterity.49

Work hours are transformed into productive labor through the
creation of control systems based on ever more bureaucratic, hier-
archical and authoritarian relations. This signifies an internal
distribution of responsibility and prestige, and a corresponding wagz
scale. Once this distribution is linked to the technical production
requirements of the firm, the job structure is defined. Thus, in
hiring its employees, a firm aims not only to attend to its produc-
tion needs, but also to find workers with the behavioral and discipli-
nary traits best suited to its jobs.47

45 Sce, for example, K. Stone, “The Origins of Job Structures in the Steel
Industry,” in Labor Market Segmentation, ed. R. Edwards et al. (Lexington:
D.C. Heath, 1975), pp. 27-84, or the broader analysis by H. Braveman. Labor
and Monapoly Capital (New York: Monthly Review Press, 1974), pp. 139-52.

4a It should be pointed out that firms often try to achieve the same results by
allowing the worker to co-npt, e.g. for flexible hours in the casc of office
personnel.

47 A morc dctailed discussion, together with an empirical example, is presented

by R. C. Edwards, “Individual Traits and Organizational Incentives: What Makes
a ‘Cood’ Worker?*' Joumal of Human Resources 9 (Winter 1976): 51-68.



From the preceding, it is clear that the relative position of
the worker depends more on his job than on his personal charac-
teristics. Nonetheless, specific jobs are typical of a single firm or a
group of firms belonging to the same sector. The distribution of
jobs, and the average wage data that reflect this distribution, are
thus determined by the structure of the industry.

Even so, it would be erroneous to conclude that there is no
systematic relationship between job distribution and professional
qualifications. Some skills are acquired on the job, and this process
is facilitated by previous formal education. In fact, this is one of the
ways through which private capital appropriates the benefits of
publicly provided services, in this case, subsidized general education
programs. In addition, differences in formal education legitimize
the social structure within enterprises.

The job structure of the firm, together with its selection and
promotion procedures, reinforces the social differences established
through the educational process. For instead of acting as a social
leveler, this process in fact reproduces pre-established differences as
it prepares students — technically and psychologically — for different
positions in the production structure.4® Still, although formal edu-
cation is one of the most important factors in job selection4® (and
consequently in explaining wage differentials), it is obviously more
relevant for distinguishing new entrants into the labor market than
in classifying the existing pool of experienced workers. For these,
what is likely to be relevant is the acquired position in the job
structure, the record of work experience. Once workers conform to
the organizational pattern of a particular firm or sector, to its
required attitudes and skills, they can contribute more to the collec-
tive effort, thereby minimizing costs and maximizing productivity.
What they get out of this, at best, is a chance to move up the

€8 S. Bowles contends that “the social division of labor — based on the
hierarchical structure of production — gives rise to distinct class subcultures.
The values, perfonality traits and expectations characteristic of each subculture
are transmitted from generation to generation through class differences in
family socialization and complementary differences in the type and amount of
schooling ordinarily attained by children of various class positions.’”” “Unequal
Education and the Reproduction of the Sacial Division of Labor,”’ in Socigl

Mobility, ed. A. Coxon and C. Jones (Harmondsworth: Penguin Education,
1975) , p. 273.

o Phis is parly due to sell-selection on the part of the workers, i.e. to
their access to information concermming ob vocancies. On this point, see 8.
Bowles, “Understanding Unequal Economic Opportunity,’” American Economic
Review 64 (May 1973): 346.58.
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hierarchical (and wage) scale.5® This is undoubtedly to an indivi-
dual’s gain, but it is also a means for furthering the goals of the
enterprise, a mechanism that allows it to elicit the most from its
labor.

In sum, according to both this and the preceding interpreta-
tion, average sectoral wages are the outcome of a combination of
structural and personal characteristics. The result is the same; the
implications, however, are vastly different.

4 — Estimates and analysis of the results

Throughout this paper we have argued that the formation of average
wages rests on both the distribution of skills and on the charac-
teristics of the industrial structure. In the following empirical
analysis, the first group of variables measures the distribution of age,
education and sex.5! As is customary in studies of this kind, the age
variables (I,,) are used to indicate experience and skills acquired on
the job. It also serves to capture the effects of changes due to the
life cycle of the workers.52 In a strict sense, the educational distribu-
tion (E,) classifies workers according to their formal qualifications,
but it also reflects the influence of socio-economic background. Sex
composition (H) is included to capture qualitative differences in the
employment relationship, an index for possible job discrimination.
By itself, however, this variable cannot separate wage differentials
that arise from different levels of qualification from those due to
different pay for equal work.

The relationship between the industrial structure and average
wages is gauged through the following variables: the proportion of
the sectoral labor force engaged in production (P), the average size
of the firm in the sector (T), gross profits (M), and fixed capital
per worker (K) .53 Inclusion of the first variable (P) is justified
by the fact that we are not interested in conducting separate
analyses of the wages of production and nonproduction workers.

50 In a study of the S3o Paulo automotive industry, it is concluded that “cven
in the modemn firm, where specialized labor is the focal point of the production
process, profissional qualifications are correlated with wages.” J. Gongalves,
“Perfil do Operariado numa Empresa de Inddstria Automobilistica de S%o Paulo,"”
Contexto,n.® 3 (July 1977) : 34.

b1 The mmeasurement of the variables is described in appendix 1.

62 Estimation by age group makes it unnecessary to include a quadratic term
to cover the negative effects of the higher age brackets on wages.

53 Although it would be desirable to include other structural characteristics,
such as capital ownership and the concentration of praduction, data restrictions
preclude this poasibility.



Moreover, despite importante differences in the distribution of the
two types of labor, they are complementary and can be treated as a
heterogeneous aggregate. The size variable (7T) is measured by the
average volume of employment per firm in the sector, and serves
to underline the relationship between size, the division of labor,
and the workings of a hierarchical production structure. Gross profits
per worker (M) may reflect a variety of factors. Assuming a single
rate of profits for the whole economy, it simply mirrors the capital
endowment of the sector. In the presence of an oligopolistic market
structure (as is the Brazilian), it reflects differences in the power of
the various sectors and states. On the one hand, therefore, gross
profits are related to the organization of the markets; that is, it
indicates the disparities in profits that are characteristic of a hetero-
genous industrial structure. On the other hand, since the surplus is
a bargainable share of production and is the object of labor-manage-
ment confrontations, gross profits should also indicate the relative
strength of the organizational power of labor. The stock of capital
per worker (K), though difficult to measure, is included for two
reasons. To begin with, the hypothesis of equal profit rates for all
sectors (which would lead to a high degree of collinearity between
this variable and gross profits per worker) is highly questionable.%
This alone is an important indication of differences in the techno-
logical structure of the economy. Moreover, because the stock of
capital is a rough measure of the average productivity of labor,

different production processes should be related to significant dif-
ferences in K.

In addition to these variables, a final one was included to
capture qualitative differences between the various states, such as
variations in the minimum wage, the degree of its enforcement,

availability of social overhead capital, in sum, the relative level of
development.

The complete model, to be estimated by ordinary least squares,
may be written as follows: 85

84 See appendix 2 for the coefficients of correlation between the independent
variables.

86 There are two reasons for using logarithms. In the case of the dependent
variable, they clarify the distribution of wages in the sample. In the case of
the independent variables, logs help correct the far from normal distributions.
which are roughly log-normal. Logarithmic transformation also brings the effect
of these variables (especially “average size of the firm") into line with
expectations: thus, an increase from 20 to 120 workers will have a greater
fmpact on wages than an increase from 10 020 to 10 120 workers.
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J = industry (j = I, ... 19)

k = state (k = 1, ... 21)

Y = average wage (in logs)

I, = percentage of workers in each of five age groups (20-29,
30-39, 40-49, 50-59, 60+4-)

E, = percentage of workers in each of six educational groups
(incomplete or complete primary, secondary or univer-
sity)

H  — percentage of male workers

P = percentage of production workers

T = average size of enterprise — number of workers per
firm (in logs)

M = gross profits per worker (in logs)

K = capital/labor ratio (in logs)

SM = regional minimum wage as a percentage of the highest

minimum wage in effect in the country

According to the preceding arguments, the signs of the estimated
regression coefficients should all be positive, with the exception of
those for the oldest age group (I;), the lowest educational level (E,),
and the percentage of production workers (P) .

One of our aims is to empirically evaluate the separate con-
tributions of the two groups of variables. The most convenient way
to do this is to estimate not the full model, but rather two partial
ones, each for a set of variables. The result will be a partition of
the total variance models, although, of course, the estimated coef-
ficients are likely to be biased due to the misspecification problem.
However, in estimating the personal-characteristic equation, we
observed a very high degree of multicollinearity, not a surprising
result when dealing with income or average-wage functions. What
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is more, the problem was particularly acute in the case of the

educational variables, as can be seen from the results shown in
table 1.

It is interesting to note that, although the model is misspe-
cified and marked by multicollinearity, the variables included account
for sizable shares of the variance in average wages: 649, in Brazil
as a whole, 519, in the North-Northeast (N-NE) and 579, in the
South-Southeast (S-SE) . The sum of the beta coefficients reveals

Table 1

Average Wages and Personal Characteristics: Beta Coefficients®
and Levels of Significance

Brazil North-Northeast® South-Southeast®
Variable - = —

Beta % Beta % Beta %

% Age 20-29 .338¢ 21 4204 27 4321 37
% Age 30-39 1734 11 .1894 12 .2214 19
%, Age 40-49 183 12 171E 11 L3444 30
% Age 50-59 . 0894 6 .001¢ 6 .231¢ 20
% Age 60 + —.1588 —10 —.152¢ —10 -—.181 —16
% Primary: Incomplete .061 4 .081 5 —.304 —26
% Primary: Complete .4668 30 .1824 12 .148 13
% Secundary: Incomplete 055 3 .138 9 —.035 —3
% Secundary: Complete .010 1 —026 —2 —.149 —13
% University: Incomplete .133° 7 .149¢ 10 .087 8
% University: Complete .235¢ 15 .2284 15 .3164 27
% Males —.001 —.064 4 .050 4
P> 1.574 100 1.535 100 1.160 100
R2 .6841 811 .569

Beta = b:' , where b is the coefficient of regression estimated by lecast aquares,

o, stands for the standard deviation of the independent variable, and e,
for that of the dependent variahle.

Includes the states of Amazonas, Pard, Mato Grosso, Goifs, Maranhdo, Piauf,
Ceard. Rio Grande do Norte, Parafba, Pernambuco, Alagoas, Sergipe, Bahia
and Espfrito Santo.

¢ Includes the states of Minas Gerais, Rio de Janeiro, Guanabara, Sdao Paulo,
Parand, Santa Catarina and Rio Grande do Sul.

d Significant at the 1% level.
e SBignificant at the 5% lavel.



the expectedly high multicollinearity, 56 and the t tests show that
a fair number of the coefficients (especially those of the educational
variables and in the S-SE) are not significantly different from zero.
With regard to the individual contribution of each variable to the
total variance, it is illustrative to glance at the second column of the
table. These percentages indicate the decomposition of the sum of
the beta coefficients. For Brazil as a whole, “complete primary
education” and “age 20-29" are by far the most important variables
on this score. The latter also stands out in the N-NE and in the
S-SE. Particularly in the S-SE, the coefficients of “age 20.29", “in-
complete primary education’ (with a negative sign, as expected) and
“complete university education” are also high.

Table 2

Average Wages in Brazil: Beta Coefficients and Levels of Significance
of Personal and Structural Characteristics

(N = 327)
Equation (1) Equation (2) Equation (3)
Variable
Beta % Beta % Beta %

% Age 20—29 .211» 11 .321 22
% Age 30—39 .087 5 .185+ 13
% Age 40—49 . 114 6 .216+ 15
% Age 50—59 .052 3 .070 5
% Age 60 + —.033 —2 —.220 —15
Education 1 .199 10 .298 20
Education 2 .138 7 . 147 10
Education 3 .094b 5 .436* 29
% Male Workers .158s 8 .030 2
% Production Workers . 248 13 .191s 17
Log K/Worker .052% 3 .087» 8
Log Workers/Firm .163* 8 .185* 16
Log Gross Profits/Worker .221» 11 .258s 29
Relative Minimum Wage . 267 14 .342 30

= 1.971 100 1.483 100 1.127 100

Ra .838 .604 .719

a Significant at the 1% level.
b Significant at the 5% level.

6¢ In the absence of multicollinearity, the sum of the beta coefficients is
equal to R. Nate that, in table 1, there is less multicollinearity in the equation
for the S-SE than in the others. ;
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Even so, it is difficult to draw definite conclusions from these
results. To improve the quality of the estimates, we should try to
diminish the impact of multicollinearity at least among the education-
al variables. We can do this through the use of principal compo-
nents, ® that is, by altering the variables by first transforming them
into orthogonal components and then selecting the first three as
our new educational variates (education 1, 2 and 3) .58

The relative impact of personal versus structural variables can
now be estimated. The results are presented in tables 2, 3 and 4,
which refer to Brazil, the N-NE, and the S-SE, respectively. In

Table 3

Average Wages in the North eand Northeast: Beta Coefficients
and Levels of Significance of Personal
and Structural Characteristics

(N = 200)
Equation (1) Equation (2) Equation (3)
Variable — =
Beta % Beta % Beta %
% Age 20—29 3418 15 .399* 30
%, Age 30—39 134 6 .21 18
% Age 40—49 .1500 7 .202= 15
% Age 50—59 007t 4 .080 6
% Age 60 + —.001 . —.184 -—14
Education 1 .167 8 .212+ 16
Education 2 .151 7 .292= 22
Education 3 J114e 5 176 13
% Male Workers .157 7 —.046 —3
% Production Workers .330s 15 .295 27
Log K/Worker .009 - .052 5
Log Workers/Firm 1160 5 .1200 11
Log Gross Profits/Worker .20 13 .397» 37
Relative Minimum Wage 142 6 .216* 20
E, 2.213 100 100 1.080 100
.784 .482 .628

a Bignificant at the 19, lavel.
b Significant at the 5% lovel.

87 See B. T. McCallum, “Artificial Orthogonalization in chxmion Analysis,”
Review of Economics and Statistics 52 (February 1970): 110-18.

88 See table 8.
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Table 4

Average Wages in the South and Southeast: Beta Coefficients
and Levels of Significance of Personal
and Structural Characleristics

(N = 127)
Equation (1) Equution (2) Equation (3)
Variable
Bela % Beta % Beta %

% Ago 20—29 L0431 2 . 389+ 21
% Age 30—39 .106° 5 2000 11
% Age 40—49 .033 2 .336 18
% Age 50—59 .009 — .192 11
% Age 60 4+ —.010 —_ —.185 —10
Education 1 .318s 15 .443* 24
Education 2 .266 12 L1410 8
Education 3 .129» 6 .228= 13
% Male Workers . 274> 13 .080 4
% Production Workers .038 2 —.151* —15
Log K/Worker .257» 12 .254» 26
Log Workers/Firm .351s 17 .488e 49
Log Gross Profits/Worker .044 2 .101 10
Rolative Minimum Wage . 289 13 .207s 30

r 2.160 100 1.824 100 .990 100

R2 .863 .559 .656

a Significant at the 1% level.
b Significant at the 5% levol.

addition to the estimates for each group of variables, those for the
complete model (which covers both personal and structural variables)
are given in the first column of each table. Turning to table 2,
for example, the second equation shows findings relative to the par-
tial model that includes only personal characteristics, with the
educational components standing out. Note that, in contrast to
the coefficients in table 1, those for the educational components
and the first three age variables are now significant. Taken together,
the nine personal-characteristic variables account for 609, of the
average-wage differential in Brazil, an impressive share considering
the limitations of the available data.

Even more surprising is the fact that the structural variables
alone (equation [3] in table 2) account for about 729, of the

average-wage differentials, and all of them are highly significant.
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Those that weigh most heavily are “gross profits per worker” and
the “relative minimum wage”, followed by the “percentage of
production workers” % and “average size of the firm". “Capital per

worker” has, by this criterion, the weakest influence on the variance
of average wages.

In the complete model (equation [1]), the share of the variance
of the dependent variable due to the independent variables is 84%,
which is certainly high in terms of the crosssection analysis.
Furthermore, only two of the 14 variables are nonsignificant (even
at the 5%, level), and 10 are significant at the 19 level. The
quantitatively most important variables, i.e. those that account for at
least 109, as revealed by their share in the sum of the beta coefficients,
are the “relative minimum wage”, the “percentage of production

workers”, “gross profits per worker”, “‘age 20-29" and *education 1",
in decreasing order.

Interestingly, the age and educational variables make a con-
tribution that is equal to that of the sectoral characteristics (“average
size of firm”, “capital per worker” and “gross profits per worker”) .
Combined, they account for 679, of the total variance in the model.

This result, when viewed together with the highly satisfactory
performance of the partialequation estimates, emphasizes the im-
portance of structural variables in analyzing the distribution of
average wages. It reminds us, as well, of the importance of com-
plementarities between the distribution of qualifications and the
production structures of the various sectors. There is a striking
difference between the coefficients of the general equation and
those of the partial models, especially with regard to the educational
variables. When measured alone, education unquestionably captures

the contribution of other factors that have a systematic, and signifi-
cant, effect on average-wage levels.

Before discussing tables 3 and 4, which report the regional
estimates, attention should be drawn to an important aspect that
these two have in common with table 2. In all three, the beta coef-
ficients (the sum of which, albeit imperfectly, is an indicator of
multicollinearity among the independent variables) decrease when
we move from the first to the second and third equations. Although
this is partly explained by the fact that equations (2) and (3) have
fewer independent variables than equation (1), it is significant
that the degree of multicollinearity is lower in equation (3), which
includes the structural variables alone. This is especially true of

the S-SE: the sum of the beta coefficients is .99, and the coefficient
of determination (R) is .81.

& The positive coefficient of this variable for Brazil is due to its weight and
behavior in the N-NE.
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The findings for the N-NE and the S-SE regions both confirm
some of the earlier results, and reveal important differences in the
performance of certain variables. On the whole, the results for the
N-NE are similar to those for the entire country. Although the
correlation coefficients (R#) are lower for the N-NE, the structural
variates equation explains 639, of the average-wage differential,
compared to 489, for the personal-characteristic equation. In terms
of their weight in the sum of the beta coefficients, the order of the
individual variables is almost the same in both the aggregate and
regional estimates, with the exception of “capital per worker”, which
in the N-NE is quantitatively irrelevant and does not have a signifi-
cant coefficient. The variable “percentage of production workers”,
besides being one of the most relevant in the N-NE, has a sign
opposite from that expected (also true of the result for Brazil) .60
This does not mean, however, that a higher percentage of production
workers is associated with a higher average wage. It reflects, instead,
the nature of the firms in the region. A fair number are small
establishments where owners and partners account for a relatively
high share of total employment.® Since payment to this type of
labor does not assume the form of wages, it follows that the higher
the percentage of owners (i.e. the lower the percentage of production
workers) , the lower the average wage. The positive coefficient of
the variable in the equation for Brazil as a whole is due to the weight
of the N-NE in the total number of observations.® In the S-SE, the
variable carries the expected sign in the structural equation, and is
not significant in the complete model.

There are other, more substantial differences between the
results for the N-NE and the S-SE. Among these, the following
deserve special attention:

(i) In equation (2), the set of age variables as a whole is
equally relevant in the N-NE and in the S-SE, but the tails of the
distribution (20-29 and G04) weigh more heavily in the former
than in the latter. Curiously, however, the resemblance does not
hold in the complete model (equation [1]) . As expected, the share
of the age variables diminishes in both regions, but appreciably
more in the S-SE. Whereas these variables account for over 509,
of the total variance in equation (2), they do not reach the 109

€0 This is because the average wage of production workers is lower than that
of administrative personnel, and markedly below that of owners active in the
firm.

81 See table 9, where thcir share of employment in a Northeastern state
(Sergipe) is compared to their share in a Southem state (Parani) .

62 Nate that all the observations (cclls) have the same weight, e.g. “textiles’
in Sio Paulo has the same weight as “machinery’ in Piaui.
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mark in equation (1) . It is difficult to find an explanation for this
behavior — it may be that once the structural variables are included,
they capture the effects originally attributed to the age distribution,
probably owing to promotion and seniority-ladder wage mechanisms.

(i) The educational variables are more relevant in the S-SE
than in the N-NE, and also more so in the complete model than in
the partial equations.® This may be the consequence of regional
disequilibria in the rate of return to schooling, but may also reflect
the growing credentialist importance of education in the more
developed regions. Allegedly objective hiring criteria may, in fact,
be fostering job discrimination. That this is less noticeable in the
N-NE than in the S-SE is only to be expected. Despite the fact
that it also has an overly abundant supply of labor, the Southeast
is the most dynamic region of the country, the undisputed leader in
technological and organizational changes that are consistent with
the growth of credentialism.

(iii) The estimates of the complete model leave little doubt
as to the presence of sexual discrimination in the labor markets.
Since there is no evidence that the quality of education (and/or
work experience) is lower for women — actually it may be higher —
this seems to imply that the discrimination is of the kind most
usually found: unequal pay for relatively equal capacity to work.

(iv) The capital/labor ratio proved to be significantly related
to wages in the S-SE, but not in the N-NE. This may be due to
the fact that in the N-NE the density of capital not only is lower
(on the average), but also has a much smaller variation. Moreover,
in the S-SE the coefficient of this variable rises as we move from
equation (3) to the complete equation (1). This implies that the
density of capital is not merely a variable that complements skill

and education, but is indeed one of the factors that determines
the wage structure.

(v) The opposite is true of the gross profits per worker ratio,
which is relevant in the N-NE but not in the S-SE. One explanation
for this may lie in the large proportion of family-owned.and-
operated firms in the N-NE. In such firms, there is rarely a formal
wage-determination mechanism. The remuneration of hired labor
is not independent of revenues — and it is likely to assume the form
of payment for piecework. This usually means a lower level of
income, reparted in the census data as wages. In the S-SE, the lack of
a strong relationship between gross profits and wages suggests that

83 The same was found by V. Gibbon, “Taxas de Retorno dos Tnvestimentas
cm Educagio no Brasil: Uma Anilise Dcsagregada,” Revista Brasileira de
Economis 29 (July-September 1975): 109-133,
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workers do not share in the productivity gains of the enterprises. 84
No doubt, this reflects the very limited bargaining power of the
unions, historically constrained by explicit anti-labor legislation.

Table 5

Average Wages in Brazil: Bela Coefficients and Levels of
Significance of Personal and Structural Characteristics

(N = 327)
Equation (1)
Variable

Beta %

% Ago 20—29 .185¢ 8
% Age 30—39 . 080 3
% Age 40—49 .104 4
% Age 50—59 .049 2
% Age 60 + —.045 2
Education 1 .201 9
Education 2 .133¢ 6
Education 3 .129 6
% Male Workers .163¢ 7
% Production Workers .244¢ 10
Log KfWorker .052¢ 2
Log Workers/Firm .160* 7
Log Gross Profits/fWorker .213- 9
Region As . 079 3
Region B® . 169 7
Region Ce .278 7
Region D¢ .448* 12
p 2.366 100

R? .845

Note: The regional comparisons do not cover Maranhio, Piauf, Ceard, Rio Grande
do Norte, Parafba, Alagoas or Sergipe.

Includes Amazonas, Pard, Mato Grosso and Goifs.

Includes Pernambuco, Bahia and Espfrito Santo.

Includes Paran4, Santa Catarina and Rio Grande do Sul.

Includes Minas Gerais, Rio de Janeiro, Guanabara and S#o Paulo.
Significant at the 1%, level.

Significant at the 5%, level.

e R0 oPp

8¢ This is due to the fact that productivity and gross product per worker are
strictly correlated by definition.
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(vi) The average size of firms is important in both regions,
but especially in the S-SE. In this region, there is the concentration
of large and very large enterprises, and therefore of production
processes where the greater division of labor allows for higher
productivity but demands a more intricate work hierarchy that is
related to higher wages. The number of relatively well-paid
supervisory and quasi-managerial positions increases both within
and outside the production sphere.%

(vii) While the importance of the relative minimum wage is
nearly the same in the two regions, it is a particularly relevant
variable in differentiating average wages within the S-SE region.
This is not only (or even principally) the result of arbitrary
institutional interferences, but reflects a whole set of historical factors
that influence the average cost of labor. However, since it could
be argued that the variable captures only the impact of the regional
(state) minimum wage on average-wage levels, in another experiment
we substituted it with a vector of dummies, one for each of the
minimum-wage areas. The results presented in table 5 not only
confirm the previous findings (see table 2), but can be interpreted
as a rejection of the above mentioned hypothesis. In fact, all the

coefficients are significant, and gradually rise as we move from the
poorer to the wealthier states.

5 — Conclusions

An exercise in the decomposition of variance, such as the one pre-
sented in this paper, cannot be used as a forecasting model. Neither
does it have an immediate use from the standpoint of economic
policy. For it to serve this purpose, it would be necessary for the
analysis to include a set of independent variables capable of being
manipulated by the decisionmakers. In addition, government policy
is traditionally concerned not with average-wage levels or with the
distribution of wages, but with absolute minimum wages and the level
of employment. Even so, our results have interesting implications
with regard to the role of economic policy-

In part, our findings on average-wage differentials in Brazilian
industry substantiate previous hypotheses. The simple regression
models explain from 78 to 86%, of the variation in the dependent
variable. Nevertheless, even though the distribution of personal

88 Thesc findings may also be reflecting the lower cost of labor selection in
small firms. See G. Stigler, “Information in the Labor Market,” in Readings
in Labor Market Analysis, &d. J. F. Burton, Jr. et al, p. 241.

60



characteristics accounts for a large share of this total, our findings
indicate that structural characteristics by sector and state comprise
an equally significant, and quantitatively more important, factor.

When the personal-characteristic variables are treated indepen-
dently, they are responsible for 729, of the 83.39, of the national
wage differential explained by the complete model. The remaining
289, is attributable to structural characteristics (see table 2) .9
On inverting the order of the exercise, no less than 869, of the
differential is associated with the structural variables, and only 149,
with the distribution of individual traits. 7

These results lead to another conclusion of the study — namely,
the complementarity between the two groups of variables in the
decomposition of the variance in average wages. When the coef-
ficients of one group of variables are estimated independent of
the other, they tend to capture the effects of the variables excluded
from the model. Thus, if one group is considered alone, its
contribution is overestimated. In a study of the American industrial
structure, Kalachek and Raines ascribe this complementarity to the
indirect contribution of personal characteristics.®8

Our findings, and the conclusions of these writers, suggest that
this indirect effect has a stronger impact on wages than does the
direct effect of education. Since this indirect effect can only be
explained by differences in industrial structure — which are beyond
the control of the worker and therefore of the human-capital invest-
ment cycle — it appears that in order to improve the wage distribution
greater emphasis will have to be placed on policy instruments other
than those related to workers' qualifications. ¢ This conclusion was,

86 These results agree with those of Kalachek and Raines. Although the
coefficient of determination for the sample of American workers is much lower
(in 1966, R* — .574 in a regression with 58 variables and 3595 observations).
the contribution of the 27 personal-characteristic variables, when considered
separately, is 739%,. See Kalachek and Raines, tables 1 and 2.

T For the two regions, if personal characteristics are taken first, they account
for 62% in the N-NE and 65% in the S-SE. When structural variables are
considered first, the corresponding shares are 80% and 7G%, respectively.

@8  “[Education] raises [the worker's] productivity over the range of activitics
he was hitherto capable of performing, but it also broadens the sct of feasible
work activities. Education qualifies workers for more skilled occupations and
more skill-intensive industries. If occupations and industries are used as proxies
for market differentials and are entered into the same wage regression, they
will preclude the coefficient of education capturing the indirect role of education
in routing workers into different pursuits.”” Kalachek and Raines, pp. 487-88.

%9 The same conclusion is reached in a recent study by the World Bank. See
J. P. Jallade, Basic Education and Income Inequality in Brazil: The Long Term
View, Staff Working Paper, n9 268 (Washington, D. C.: World Bank, June
1977) .
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in fact, anticipated in section 3, where it was shown that wage
differentials can be basically understood in terms of the organization
of production rather than in terms of the acquisition of human
capital. After all, low wages cannot be attributed to educational
levels alone; there remains the question of how educational qualifi-
cations are used in the labor market. Once this question is asked,
one is obliged to examine the influence of the industrial structure
(or the demand for labor) on wages. Our results indicate that
structural factors are not only present, but weigh more heavily than
personal characteristics, in the formation of average wages.

Appendix 1: measurement of the variables

In assessing the results of this study, two points must be borne
in mind with respect to the information used. One refers to the
aggregation criteria, and the other to the comparability of the data
taken from the more readily accessible secondary sources (the 1970
industrial and demographic censuses) .

Throughout the study, the units of observation are industrial
sectors and states, aggregated at the two-digit level. Both aggregates
are imperfect — the first because it includes in the same category
firms with disparate characteristics (with different types of organiza-
tion, technological sophistication, degree of market control, etc.),
and the second because it does not adequately distinguish specific
labor markets within each state. Even so, the aggregates are presum-

ably accurate enough to indicate the magnitude and direction of
the major influences.

The comparability problem arises due to the lack of information
on education/skill in the industrial census. This omission was
overcome by using data from special tabulations of the demographic
census and classifying the industrial labor force by sector, once again
at the two-digit level.”® However, the two census populations are
not always the same. Whereas the industrial census covers only
registered firms in sectors that account for considerable shares of the
value of industrial output, 7 the demographic census includes self-
employed and unpaid workers, in addition to the owners of small
family firms. The differences in the composition of the two census
populations, especially in those sectors that engage the largest number
of workers, were minimized through utilization of the percentage

70 In the special tabulations of the demographic census, “perfumcs, soap anfi.
candles” is not distinguished from “pharmaceuticals’’, and the “misccllancous
category, included in the industrial census, does not appcar.

71 Instituto Brasileiro de Geografia e Estatistica, Censo Industrial do DBrasil,
1970, Série Nacional, 4: xviii.
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distribution of the labor force by age group and educational level.
In addition, industries that employ a very small percentage of the
total labor force in given states were excluded from the analyses of
the respective states, as were sectors on which there is no information
in the industrial census.

Table 6

Brazil: Employment by Industry According to the Industrial
and Demographic Censuses, 1970

Industrial Industrial Doemo-
Census* Census graphie (3)/(1)

Industry (Total) (Production Census® (%)
Workers)
(1) (2) @ 4)
Nonmetallic Minerals 236 506 183 968 252 874 106.9
Motallurgy 266 928 227 134 445 120 166.8
Machinery 180 431 152 607 159 777 88.6
Electrical and Communications
Equipment 115 485 98 053 73 578 63.7
Transport Equipment 158 336 134 708 130 854 82.0
Wood 135 979 109 528 201 715 148.3
Furnituro 105 322 80 933 219 479 208 .4
Paper and Cardboard 66 994 57 019 61 666 92.1
Rubber 32 868 27 994 26 912 81.9
Loather Produets 26 392 22 294 39 156 148.4
Chemicals and Petroleum De-
rivatives 104 367 81 658 135 052 129.4
Pharmaceuticals® 49 961 34 860 46 440 92.9
Plastics 42 566 36 598 37 466 88.0
Textiles 342 839 314 537 386 789 112.8
Clothing and Footwear 164 512 142 494 197 359 120.0
Food Produects 372 401 289 157 435 091 116.8
Bovcerages 58 619 41 230 66 577 113.6
Tobacco 14 509 12 524 28 490 196.4
Printing and Publishing 97 087 72 019 126 881 130.7
Total 2 572 097 2 119 315 3 071 276 119.4

* Reference date: 31 Dccember 1970.
b Referenco date: 1 September 1970. The figures include self-employed workers.

¢ Includes perfumes, soap and candles.
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Table 7

List of Indusiries® Excluded from the Analysis by State, 1970

State

Industry

State

Industry

Amazanas

Parf

Mata Grosso

Goifs

Maranhia

Machinery

Electrieal Equipment
Paper and Cnrdboard
Pharmaceuticals
Plasties

Clathing and Fcotwear
Tobacca

Paper and Cardboard
Leather Produeta
Pharmaceuticala
Plasties

Taobaceo

Electrical EQuipmant
Paper and Cardbaard
Rubber

Teather Produets
Pharmaceuticals
Plastiea

Textiles

Taobaeeo

Paper and Cardhoard
Rubber

Chemicals
Pharmaceuticals
Plastics

Tobacco

Eleetrical Equipment
Paper and Cardboard
Rubber
Plastics
Tobacea

Piaus

Rio Grande do Norte

Paraiba

Alagoss

Sergipe

Eapirita Santa

Ria de Janeiro
Parand

Santa Catarina

Eleetrical Equipment
Tranapart Equipment
Paper nnd Cardbeard
Rubber
Pharmaceuticals
Ploatiea

Tabaceo

Elecetrieal Equipment
Paper and Cardhoard
Rubber
Phormaceuticala
Tobaeco

Rubber
Pharmaceuticala
Plastica
Tobacea

Electrical Equipment
Tranaport Equipment
Paper and Cardboard
Rubber
Pharmaceuticals
Plastics

Tobaceo

Electrical Equipment
Paper and Cnrdboard
Rubber
Pharmaceuticals
Plastica

Tobacco

Rubber
Pharmaceuticala
Plastica
Tobacco

Pharmaceuticals
Tobneca

Pharmaceuticals
Teobaeeo

Pharmaceuticala
Tabaeco

‘Periumes  soap and eandles araincluded in the pharmaceutical industry becauae there i no dis-

tinetion between theme sectora in the apecial tabulatione of the demographio cenaus. Also, thers
ia no information an the Distrite Federal.

The dependent variable in the regression models is the average
wage, measured as the total wages paid in 1970 divided by the
number of workers employed on December 31st of the same year.*

72 Despite the fact that the numerator refers to the annual total and the

denominator to a specific day, no systematic distortions were revcaled by the
test to check for a bias.
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The data on personal characteristics (age, education and sex)
are from the special tabulations of the demographic census. To
facilitate empirical estimation and minimize the above mentioned
comparability problem, each characteristic was treated as a percentage
of the respective total, e.g. the percentage of workers with incomplete
primary education or in the 20-29 age group.™ It would have been
possible to have used the opposite approach: first calculating the
average educational level and the average age in each industry/state,
and then forming the variable “average experience of the labor
force”.™ On the one hand, this specification would have the
advantage of allowing for computation of the average rate of return
on investments in education by type of industrial employment, 7 as
well as the explicit inclusion of experience (instead of age) in the
breakdown of the wage differential. On the other hand, it would
introduce new, and very serious, problems with respect to the
measurement of education and experience. For those who have not
completed the various levels, it would be necessary to impute some
measure of the number of years of schooling, but there is no informa-
tion on the average number of years studied according to state,
industry and educational groups. Likewise, information needed to
calculate average years of experience, i.e. the age of entry into the
labor force, is not available. 78

The data on structural characteristics (size of firm, capital
density, percentage of production workers, and gross profits per
worker) are from the 1970 industrial census. The reference date
is December 31st. The percentage of production workers is a share
of total employment, as reported directly in the census, and the

T As discussed in the text, due to multicollinearity among the education
variables, it was decided to use a linear transformation, obtained threugh the
principal components method.

74 Conventionally, experience — age — years of scheoling — age of entry into
the education system, with work lapses being disregarded. See Mincer, p. 75,
for example.

76  According to the model, InYj = InYo 4 rSj 4 u,, where ¥, stands for the
average wage in scctor j, §; for the average level of eduation, and u; for
the residuals. The derivation of this model is presented in B. R. Chiswick,
Income Inequality: Regional Analyses within a Human Capital Framework (New
York: NBER, 1974) , pp. 35-42.

78 An alternative would be to work with the average age at which €ach
cducational level is completed. However, these figures are not available at the
necessary level of disaggregation, and arbitrary values would have to be assigned
for workers with no formal schooling. See J. R. Velloso, “Human Capital and
Markct Segmentation: An Analysis of the Distribution of Earnings in Brazl,
1970 (Ph.D. dissertation, Stanford University, 1975), pp. 51-52.
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density of capital is simply the capital invested?? divided by the
total number of workers. The average size of the firms is gauged
as the average number of workers per establishment. 7 Gross profits

per worker were determined by dividing the production surplus™
by the total number of employees.

The regional minimum wage is a percentage of the highest
minimum wage in effect in 1970.

Appendix 2: complementary tables

Table 8

Education Variables: Major Components

c Fingenvalueb Variance (%)
1
) North- South- Narth- South-
Brasil Northeast  Southeast Brazil Northeaat Southeast
1 3.478 3.252 a.808 57.9 54.2 83.5
2 .093 1.018 1.351 18.0 17.0 22.8
a .688 L6971 484 9.8 9.9 11
4 .432 .549 AB4 7.2 9.1 31
§ .ans 414 .118 4.1 6.9 2.0
] .147 .148 .08 2.4 2.8 .9
® Oaly the {irst thres ta were included

in the regression analysis. They correspond to the
varlables ‘‘Education 1", “Education 2" and “Edueation 3.

b These values were caleulated using the eix variables that measu
incompleta or complete primary, dary or unlversity ed

{113

re the propcrtiona of workers with

77 Unpublished special tabulations based on the 1970 industrial census. It is
recognized that this measure underestimates the amount of capital invested, but
assumed that the degree of underestimation is the same for all industrial sectors.

78 Utilization of other sizc measures does not change the results. Sce, for
instance, R. Ekerman, “The Wage Share and the Size Structure of Firms,”

Fundagio Instituto de Pesquisas Econdmicas, Universidade de S3o Paulo, 1974
(Mimeographed) , table A2-1.

7 VIT less wages and miscellaneous expenditures,
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Table 9

Pecentage Share of Proprietors® in Total Employment:
Sergipe and Parand, 1970

Industry Sergipe Parand
Nonmetallic Minerals 19.7 7.4
Metallurgy 35.3 3.8
Machinery 44.4 3.4
Electrical Equipment 64.3 6.0
Transport Equipment 12.0 5.7
Wood 25.9 2.4
TFurniture 44.5 6.4
Paper and Cardboard — .1
Rubber — 2.3
Leather Products 45.4 4.3
Chemicals 13.3 .3
Pharmaceuticals 15.6 —
Plastics — —_
Textiles .4 7
Clothing and Footwear 20.2 3.8
Food Products 9.8 11.9
Beverages 28.1 3.4
Tobacco = —=
Printing and Publishing 4.4 2.5
Total 11.4 4.7

Source: Fundacdo Instituto Brasileiro de Geografia ¢ Estatfstica (FIBGE), Cen-
80 Industrial, 1970.
s The figures cover only those who are actively engaged in the firms they
own, plus the unpaid members of the families of these owners and part-
ners.

67






Rapid growth, equity and the size
of the public sector *

Rogeério L. Furquim Werneck **

In a previous paper,! we argued that in the current situation of
the Brazilian economy, it may be possible to maintain rapid growth
in the future only in the presence of an expanding public sector —
understood as an increasingly important public enterprise sector
relative to the private sector. We also contended that this link could
apparently be broken only if substantial public funds were donated
— openly or disguisedly — to private industrial groups. Needless
to say, this would have negative effects on the long-run distributions
of income and wealth. Thus, there would be a trade-off among
what are officially stated as the broad goals of economic policy in
Brazil: (a) accelerated growth of aggregate product, (b) mainte-
nance of a certain balance between the expansion of the public
and private sectors, and (c) more equitable patterns in the distri-
butions of income and wealth.

The argument was basically microeconomic since the trade-off
ultimately arises from private firms having their growth limited

® This paper contains partial results of a project financed by a grant from
the national program for economic research (Programa Nacional para Pesquisas
Econbmicas — PNPE). I wish to thank D. D. Camneiro, F. L. Lopes, P. S
Malan, E. J. Reis and D. F. F. Werneck for their valuable comments. An
earlier version of the paper was presented at the 5th National Economics
Meeting, held in Rio de Janeiro in December 1977.

®® Department of Economics, Pontificia Universidade Catélica do Rio de-
Janeiro.

1 See R. L. Furquim Werneck, “Estatizagio, Crescimento Rdpido e Equidade
Distributiva,”” in Brasil: Dilemas_da Polftica Econdmica; ed. D. D. Carteiro*
(Rio de Janeiro: Editora- Campus,-1977), pp. 187-52. . "
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by financial constraints2 Consequently, those that belong to the
more dynamic sectors are unable to expand at the pace rcquired

from these activities, given a relatively high target for the growrh
rate of aggregate product.

This paper is an effort to explore, from the macroeconomic
standpoint, the “limits of the possible” as to rapid growth, equity
and the size of the public sector. The analysis is somewhat impres-
sionistic in some points — especially on the empirical side — re-
flecting the embryonic nature of the argument. Nevertheless, we
believe that a more rigorous treatment of these points, though

obviously necessary, will not significantly change the general out.
line of our conclusions.

During the last 10 years we have witnessed a process of acceler-
ation of economic growth in Brazil. Whereas the average annual
growth rate of GDP was about 7%, from the end of World War
11 until the mid-sixties, it climbed to roughly 129, in the period
1968-1972, though it has slowed down recently.

In order to make the required adjustment in the rate of capital
accumulation, the sources of savings in the economy had to be
realigned. At the macroeconomic level this became feasible through
(a) substantial increases in public savings as well as in retained
profits of public enterprises, (b) more extensive utilization of
forced savings instruments, (c) an increase in voluntary private
savings, and, more recently, (d) a rise in the balance-of-payments
deficit on current account.

The excessive foreign indebtedness of the country is already
demanding that recourse to foreign savings (about 5%, of GDP in
recent years) be severely limited. This is bound to underline the
relevance of the domestic savings constraint. To better understand
the effect of this constraint on growth, we shall briefly survey
some characteristics of the major components of domestic savings
in Brazil .3

As to voluntary private savings, the pattern of income distri-
bution can be expected to be a basic determinant since those in
different income brackets have different propensities to save. More-
over, it is reasonable to assume that the average propensity to save
should rise with the share of profits in aggregate income, and should
thus depend on the functional distribution as well.

2 The idea that financial constraints limit the growth of firms, even when
they have access to the stock market, is not recent. See M. Kalecki, “Principle
of Increasing Risk,'" Economica (1937): idem, Theory of Economic Dynamics
(London: George Allen & Unwin, 1954), chap. 8.

3 While recognizing that many factors condition the growth of an economy
over time, we shall focus on only one: the aggregate savings constraint.
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Although the intensity of these effects is open to question it
is this kind of assumption that leads to the “concentrate-to-grow”
strategy. According to the upholders of this argument, only a more
concentrated distribution of income can assure the level of savings
required for accelerated expansion of the economy. However, as
we shall see below, this is not necessarily the case. To concentrate
income may be one way to promote growth (at least as long as one
looks only to savings without considering, for example, effective
demand problems), but it is certainly not the only way.

It has also been frequently alleged that private savings could
be considerably increased if the tax burden, judged to be exces-
sively heavy, were lightened. Nevertheless, if we accept the idea
that these savings come from the higher income brackets and from
profits, it is easy to conclude that this kind of suggestion ultimately
amounts to a policy of income concentration. In addition, the tax
burden affects potential savers far less than one might imagine
from looking simply at the share of taxes in aggregate income. The
regressivity of the Brazilian tax system is well known. Not only
are direct taxes of secondary importance, but even with respect to
income taxes, readily available fiscal incentives favor savers, whether
individuals or firms. Hence, it may be more effective to encourage
private saving by raising taxes on superfluous consumption than by
lowering income taxes.*

Let us now turn to government-controlled savings. One strik-
ing characteristic of the Brazilian economy in the last few decades
has been the government’s ability to generate collective and forced
savings.5 The levels of such savings clearly depend on the amount
of resources controlled by the government over a given period, and
may thus rise as tax revenues increase. Should this happen, one can

4 See N. Kaldor, An Expenditure Tax (London: Gceorge Allen & Unwin,
1955)

8 It is important to differentiate these two savings concepts. “Collective savings'
funds are distinguished by the fact that they are cssentially public, i.e. they
belong to the state and thcrefore to society as a whole. The main component
of collective savings is what is called government savings in national accounting,
and comes basically from taxes. “Forced savings'’ funds, though also imposed
upon saociety, are merely administered by government, and ultimatcly belong
to individuals and private firms who have limited access to their respective
shares (the time of service guarantee fund — FGTS, the program for social
integration — PIS, the savings and insurance program for civil servants —
PASEP, etc.) . The retained profits of public entcrprises require morc careful
classification. A fraction of such profits — equal to the government’s share
in the equity of these entcrprises — should be considered collective savings,
and the remainder forced savings. Note that what we arc calling government-
controlled savings is cqual to the sum of forced and collective savings. Both
come from the use of government’s power to generatc savings.

71



surmise, as a parallel to the “concentrate-to-grow™ strategy, an “ex-
pand-the-public-sector-to-grow” policy. The level of savings required
by a given rapid growth target could be generated by properly
manipulating the degree of government participation in the econ-
omy and the level of government-controlled savings.

This introduces some questions related to the channeling of
government-controlled savings. An increasingly common suggestion
is that such savings should be “returned” to the private sector, from
which they were allegedly drawn. In principle, it seems reasonable
that government-controlled savings should also finance private in-
vestment. What does not seem reasonable is that most concrete
proposals of this kind amount to open or veiled donation of a vast
part of the forced and collective savings funds to certain privileged
private groups. In practice, these proposals often carry clauses es:
tablishing ceilings on indexation, negative real interest rates, etc.
Such suggestions, if widely adopted, would surely have the effect

of concentrating the distributions of wealth and income in the
long run.

At present, there is apparently a consensus that a move towards
a more equitable distribution of wealth is one of the keys to a more
equitable distribution of income. It is therefore important to avoid
taking measures — in the heat of the “public-sector-size debate” —
that would further concentrate the distribution of wealth and thus
sacrifice the goal of social justice.

In addition, it should be noted that recourse to government
power to generate savings, followed by the granting of a sizable
part of these savings to the private sector, might have an even stronger
effect on the concentration of income and wealth than would the
generation of additional savings via the direct concentration of
private income. In fact, it may not be politically feasible to adopt
such measures. Firstly, because of the need to assure a non-negative
real rate of return to the forced savings funds. Secondly, because
there might be an “equity among the few” problem, to paraphrase
Fellner. Opposition to donations may arise in the realm of the
entrepreneurial class itself, simply due to the fact that there are
not enough funds for all.

We will therefore accept the hypothesis that the collective
savings funds will continue to be the property of society as a whole,
while forced savings funds will remain the property of the share-
holders, though managed and controlled by government. It follows
that greater emphasis on government-controlled savings will lead to
government appropriation of a larger share of national income each
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year, as well as to public management or ownership of a greater
proportion of the annual increase in total wealth.®

Let us now try to formalize certain aspects of the previous dis-
cussion. The model to be used is in the tradition of the Cambridge
growth models of Kaldor and Pasinetti.?” In these models, the bal-
ance between savings and investment is assured by changes in
the average propensity to save. These changes occur in a particular
way. Assuming an economy composed of two classes (workers and
capitalists) with different propensities to save, the aggregate savings
rate of the economy, which is a weighted average of the propensi.
ties Lo save of the two groups, varies as the functional income dis-
tribution changes. It is precisely this effect of changes in the func-
tional income distribution on the savings rate of the economy that is
the distinguishing feature of these models.

Our purpose is to adapt this approach to construct not a
growth model, but a simple economic policy model capable of
simmultaneously indicating the size of the public sector and the
pattern of income distribution that are consistent with a given
economic growth target.

Let g represent the target for the annual growth rate of ag-
gregate output and k& the capital foutput ratio, which is assumed to
be constant. Designating total savings S, total investiment I and
aggregate income Y, the savings rate required to assure the growth
rate g will be given by

]
~

— = — =gk 1

=7 =9 ey

Supposing a closed economy, total savings is equal to private
savings S, plus government-controlled savings §,. That is,

S=258,+8. (2)

Private savings can be divided into capitalists’ savings S, and
workers' savings S,, so that

S, =S, + S, @)

8 The structure of property ownership may develop quite differently in the
Iong run, depending upon the emphasis given to collective savings vis-X-vis
forced savings, notwithstanding the fact that both involve the same degree of
government control over the increments in the economy’s wealth.

T See, for example, N. Kaldor, "Alternative Theorics of Distribution," Review
of Economic Studies 28.
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We also know that
Y=Y,+Y7, “4)
and that
Y,=Y.4+7, (5)
where Y, is private income, Y, government-controlled income, Y.

the income of the capitalist class, and Y, that of the working class.
Let us now assume simple proportional savings functions:

S.=3s7Y, (6)
Sw = 8y Yw (7)
S, =s.7Y, (8

which means that capitalists, workers and government save constant
shares of their respective incomes.
Substituting (3) into (2) yields
S=8+S8,+ 38,
and substituting (6), (7) and (8) into the above equation gives
S = 8¢Y¢+8.Yw+saya
Using (4) and (5), we may write

S=s8F,-Y)+s, Y, +s.(Y -7,

or rearranging and dividing both sides by Y,

S Y |4
=g = (3 — 2 (g — v
7 = 8 (s 8) = — (8 ~ 8u) ¥
or, if we prefer,
S Y ¥,
e — g — . 0y Pt A
Y 8, 8, S, + (sc sw) Y Y
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Then, using equation (1) and the last two above:

Y Y

k = = — e e — ==l
gk =8 = (8¢ = 80) =5~ — (5 = 80) )

B TS ST 1 )
gk = 8 s, 8 (sc sw) Yp Y (10)

1f we prefer, equations (9) and (10) may be rewritten as fol-
lows:#

YP 8 — gk Se — 8, Yu-

iy R an
}’P s, — gk

v - 7. (12)

Se — S + (sc - sw) -

Equations (9) to (12)? are different ways of determining which
¢ fims ot A .
income distribution { measured by -ZY: or --};,—"- and public sector

.. {Y Al : 4 .
size | —’%-) combinations are compatible with a given target for the

growth rate of aggregate output. Once this rate has been set, it
becomes clear that the more concentrated the income distribution,
the smaller the public sector need be. Likewise, a larger public
sector allows for a more equitable distribution of income.°

From another point of view, the additional savings required
for a higher growth rate of aggregate output can be generated in
two ways: by enlarging the public sector or by concentrating the
income distribution. On the one hand, for a public sector of a
given size, the growth rate will rise if the income distribution be-

8 We are assuming that s, > s, > S, i.c. that government has a2 higher
propensity to save than capitalists, and that these have a greater propcnsity to
save than workers. In addition, we are supposing that 5, > gk.

? These equations might be said to establish a “growth—private sector size—
equity frontier'‘.

10 Note that we are using an indicator of public sector size which gauges
the economic importance of government along a dimension quite different from
the one used in the paper cited in fn. 1. In that paper we were interested in

the size of the public enterprise sector. In the present paper our attention
turns toward the share of national income appropriated and controlled by the

state (-’-;}) Still in relation to this point, we shall see further on that our

definition of government-controlled income is somewhat particular.
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comés more concentrated. On the other hand, for a given income
distribution pattern, the larger the public sector, the higher the
feasible growth rate.

Let us now introduce, in a very arbitrary way, plausible values
for the parameters in equation (10) so as to obtain a rough idea
of these trade-offs in the case of the Brazilian economy.

In recent years, the aggregate savings rate has been approxi-
mately 259%,. Since this rate has been consistent with the 109, average
annual growth rate of aggregate output observed over the last de-
cade, it is reasonable to assume a capital/output ratio (k) equal
to 2.5. As we are working with a closed economy hypothesis, we
should subtract from aggregate savings the balance-of-payments
deficit on current account. Of late, this deficit has been on the
order of 5%, of GDP or one-fifth of total savings. Hence, the aggre-
gate rate of domestic savings should be around 20%,, which is consis-
tent with a growth rate of 89, per year, if the capitaljoutput ratio
is held at 2.5.

As to propensities to save, it is particularly difficult to obtain
satisfactory estimates because the existing data do not fit our defi-
nitions of government-controlled savings and private savings.!! One
alternative, but a rather problematic one, would be to infer the
sources of savings from information on the sources of fixed invest-
ment. According to unpublished statistics of the Fundagdo Getilio
Vargas (FGV), about 459, of fixed investments are of public origin
and the remaining 55%, of private origin.!? Assuming that govern-
ment-controlled savings are slightly larger than public investments
and therefore responsible for financing part of private investment,
we decided to work with the hypothesis that savings are equally
divided between government-controlled and private savings.

To arrive at an estimate of the government's average propen-
sity to save (s,), we still need to know what share of national in-
come is controlled by government. For the Brazilian economy, a

11 “Government savings™, with estimates available in the national accounts data,
constitute only part of what we are calling “government-controlled savings'’,
as defined in fn. 5.

12 According to data used by Baer, Kerstenetzky and Villela, the share of
public invessment would account for 60.69 of total investment, However, this
figure is apparently too high due to the fact that the share of public enterprise
investment was estimated from a sample comprised of the largest firms in the
country. See W. Baer, I. Kerstenetzky and A. Villcla, “Modificagdes no Papel do
Estado na Economia Brasileira,” Pesquisa ¢ Planejamento Econdmico 4 (December
1978): 883.912.
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reasonable value for Y, in 30%,.1% Given a 20%, domestic savings
rate and the above hypothesis concerning the sources of savings,
government-controlled savings would be equal to 109, of total in-
come. Since 309, of this income is government-controlled, we may
conclude that s, would be equal to .10/.30, or approximately 349,.

Now we must divide private income into that of workers and
that of capitalists in order to estimate the propensities to save of
the two classes. The available data suggest that 559, of private
income is appropriated by the workers.! Since private income is

13 As explained in fn. 5, our definition of government-controlled savings
compriscs both collective and forced savings. Accordingly, our declinition of

vernmcent-controlled income, from which, after all, these savings come, is some-
what particular. In the case of the Brazilian economy, we would have to
include not only tax revenues, as defined in the national accounts statistics
(which include payroll taxes, FGTS, PIS-PASEP, etc), without subtracting
transfers and subsidies, but also retained profits of public enterprises. The
idea is that, at least theoretically, government controls all these resources.
Thercfore, our definitions of ‘“government-controlled income' and “private
incomc®’ are quite different from the concepts of “public sector disposable income®
and “private sector disposable income®’, with estimates available in the national
accounts. As is well-known, these two aggregates arc defined as:

public sector disposable income = indirect taxes — subsidies 4 direct
taxes — transfers 4 other current revenues
private scctor disposable income — GNP — public sector disposable income

However, the definition of what we are calling *government-controlled income'’
should be the following:
government-controlled income — public sector disposable income 4 trans-
fers 4 subsidies 4 retained profits of public enterprises 4 public enterprise
dividends paid to private shareholders
That is,
government-controlled income = indirect taxes 4 direct taxes 4 other

current revenues (excluding public enterprise dividends paid to govern-
ment) 4 public enterprise profits

Therefore, “private income'' should be defined as follows:
private income — private sector disposable income — transfers — sub-
sidies — public enterprise retained profits — public enterprise dividends
paid to private shareholders

In fact, a more rigarous definition of “government-controlled income* would
require some additional adjustments in ‘‘other current revenues”. For example,
government transfers to public enterprises (considered as belonging to the
private sector in national accounting) enter as a negative balance in this
account. As soon as both government and public enterprises are included in
the “government-controlled sector'’, an adjustment is in order. For the breakdown
of “other current revenues”, see FGV/IBRE, Contas Nacionais do Brasil: Caonceitos
e Metadologia (Rio de Janeiro, 1972), pp. 21 and 66-67.

14 According to the revised 1975 national accounts estimates recently published
by FGV, the share of labor in urban income was §2.59%,. It is interesting to
note that if private savers had been divided not into capitalists and workers,
but into the 109, wealthiest and the 90%, poorest, the latter would still answer
for a similar share: 559, according to the 1970 census data.
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being estimated at 70%, of total income, this means that 38.59,
of the latter would be appropriated by the working class. Analogous-
ly, 459, of 709%,, or 31.59%, of total income, would be appropriated
by the capitalist class.

Supposing that s,, equals 5%, — so as not to hold it equal to
zero — the workers' savings would account for just under 2%, of
total income. Since private savings are assumed to be equal to 109,
of total income, those of capitalists should answer for the remaining
8%. As 31.59, of total income is appropriated by this class, s, would
be equal to approximately 25%,.

‘We now have plausible values for all the parameters, and equa-
tion (10) can finally be used. The present situation of the Bra-
zilian economy is roughly described by what is designated case A
in the table below. The table includes other cases which simulate
some policy experiments.

Y, Y,

Case g Y, v
A .08 .55 .70
B .09 .55 .58
Cc .09 .37 .70
D .08 .60 .67
E .09 .60 .55

In case B, the long-run annual growth target is raised from 8

to 9%, and the income distribution pattern is held constant. Under
. Y .

these circumstances, _i:_ should fall from 70 to 58%,, which means

that the share of government-controlled income in total income

should increase from 30 to 42%,.

The long-run growth target is again raised from 8 to 9%, in
case C, but this time it is the size of the public sector that is held
constant. This requires a brusk concentration of private income,

. Y3 qom o .
with ..—"Z diminishing from 55 to 37%,. Comparison of cases B and
I
P
C suggests that it might be more reasonable to “increase the public
sector to grow’ than to adopt a “concentrate-to-grow” strategy.
In case D, the growth rate is held constant but income is re-

distributed, so that -{Y'f— rises from 55 to 60%,. Note that only a
slight expansion of the public sector is needed to assure the 89,

rowth rate. —Y' drops from 70 to 679%,.
g Y— P (]
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Finally, in case E, the income redistribution policy is adopted
at the same time that growth is accelerated, so that the public sector

Y
has to expand substantially, with 7’ falling to 559, .18

These effects might be somewhat magnified. This is partly due
to the hypothesis that propensities to save are assumed to be con-
stant. To the extent that the government’s marginal propensity to
save were substantially higher than its average propensity to save —
which appears to be the case — smaller adjustments in the size of
the public sector would be required. Likewise, changes in the in-
come distribution pattern would be far less marked if the capitalists’
marginal propensity to save were somewhat higher than their aver-
age propensity.

The model presented above is extremely simple and surely
leaves aside various important constraints on the growth of the
Brazilian economy. A particularly serious omission arises from the
closed-economy hypothesis, which forced us to bypass the capacity-
to-import. Nevertheless, we believe that, simple as it is, the model
helps to clarify the nature of certain policy options involved in
designing the long-run strategy for growth.

The basic idea is that there is more than one way to generate
the domestic savings required by a given economic growth target.
The choice amounts to further concentrating the distribution of
private income, or allowing the government to appropriate and con-
trol a larger share of national income. As recourse to external
savings becomes more difficult owing to the foreign debt of the
country, and since further concentration of income is undesirable,
continued rapid growth should depend on the latter option.

18 Jt could be argued that at least one other case should be considered, i.c.
the possibility of reducing government participation in the economy at the cost
of lowering the long-term growth rate. Though logically feasible in the formal
context of the model, the case does not seem to be relevant. After all, govern-
ment performs many important roles in the economy besides generating savings,
and most of these roles could not be assumed by the private scctor. Consequently,

Y
there is little reason to suppose that the —y' ratio observed at present could

be significantly reduced.
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Public employment and economic
development *

Fernando Rezende **®
Fldvio P. Castela Branco **

1 — Introduction

Employment has been a recurrent theme in the discussion of eco-
nomic policy in developing countries. Although curtailment of unem-
ployment and reduction of underemployment have often been de.
clared prime targets in development plans, the evidence shows that
these goals have seldom been achieved.

The weak performance of employment policy has to do with
the alleged difficulty of coordinating it with growth policy. How-
ever, the conventional assumption that higher growth rates comprise
the natural solution to the employment problem has been under-.
mined by the experience of various countries, and increasingly more
arguments have been presented in favor of adopting measures spe-
cifically aimed at raising employment.

Nonetheless, the measures proposed contain an element of con-
tradiction. On the one hand, it has been suggested that the private
sector be encouraged to use more labor via the concession of fiscal
or financial incentives to establishments with higher labor/capital
ratios. On the other hand, the government itself, in the name of
administrative efficiency and lower current expenditures, frequently
opts for capitalintensive technologies when providing public ser-
vices.

® This paper was originally published in Portuguese in the collection Aspectos
da Participagdo do Governo na Economia, Série Monogrifica, n® 26 (Rio de
Janeiro: IPEA/INPES, 1976), pp. 35-76.

®® Of the research institute of IPEA.
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The severity of the problem stands out when it is taken into
account that, even in the developing countries, the prospect of
the private sector generating enough jobs is not very promising.
given the rate of growth of the labor force. As Harrington asks of
the American economy, if “the private sector becomes less and less
able to absorb available manpower and, perhaps more importantly,
less and less able to make a socially desirable allocation of that man-
power, what then?”’! The same might be asked about the developing
countries, where most studies have pointed to the weak performance
of the agricultural and indusuial sectors with respect to creating
job opportunities, especially for low-skill manpower.

It is in services, therefore, that the possibility of providing jobs
for a growing percentage of the economically active population is
greatest. Moreover, within the service sector, it is mainly through
government activities that the basic needs of socicty (health, food,
educauon, etc.) are met. Thus, the concern with the financial cost
of government activities may conflict with the potential social bene-
fits of expanded public services and of the employment of the
additional personnel required to perform them.

If public employment is already a matter for consideration in
the developed economies, it deserves cven greater attention in the
developing ones. In the latter, open unemployment is rarely im-
portant, but underemployment is usually widespread. At the same
time the industrial sector is failing to generate a sufficient number
of new jobs, the modernization of agricultural activities is releasing
contingents of previously employed low-skill rural workers. These
workers then migrate to the large urban centers, where they aggra-
vate the already existing underemployment and social problems.

Up to now, the employment-policy debate has centered on the
alternatives open to the government for encouraging the private
sector to use less capital-intensive production techniques. In a recent
work on Brazil? for example, it is suggested that the government
promote industrial employment by reducing social-security charges
in direct proportion to the number of new jobs created per unit of
investment. Even leaving aside the question of the efficacy of this
type of incentive, it is worth noting that this alternative is more
easily accepted than the utilization of manpower in government
services, even where the direct and indirect costs of the latter option
would be lower than those of the former.

1 M. Harrington, “Intraeduction,” in Public Service Employment, ed. A. Gartner,
R. Nixon and F. Riessman (New York: Praeger Publishers, 1978), p. xviii.

2 E. L. Bacha, M. Mata and R. L. Modencsi, Encargos Trabalhistas ¢ Absor¢do
de Mdo-de-Obra: Uma Interpretagio do Problema e Seu Debate, Colegio Rela-
térios de Pesquisa, n° 12 (Rio de Janciro: IPEA/INPES, 1972) .
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Similar observations can be made concerning public employ-
ment versus social security. As unemployment and underemployment
rise, so do claims for social-security benefits, mainly in the form of
financial transfers to the unemployed. Eventually, contributions
have to be increased to cover the added outlays. Unless there is
a belief that the problem is temporary, the government will grad-
ually be pressured to assume more responsibility, either through the
social-security system or unemployment insurance, for those who
are openly or hiddenly unemployed. Once again, discussion of
the available alternatives reveals some bias. The discussion has in-
volved, for example, the adoption of a negative-income-tax scheme
(despite the substantial funds that would have to be raised) as a
means of ensuring the whole labor force a minimum income. The
possibility of guaranteeing a minimum income by increasing public-
employment opportunities has not received equal consideration, in
spite of the fact it does not present the passible disincentive to work
contained in the negative-income-tax proposals.

Another point worth mentioning is the potential impact of
ecmployment policy on internal migration. Rural-urban migration
is one of the major causes of rising underemployment in the large
cities of the countries experiencing rapid growth. Governments are
therefore trying to control migratory flows so as to keep workers
f[rom concentrating in metropolitan areas that already have rela.
tively saturated job markets. One way to keep some would-be mi-
grants in their regions of origin might be to offer more public
employment in small cities. Providing such employment would be
less expensive than further burdening the social-security system and
expanding the urban services in the large cities. To date, however,
the emphasis on capital expenditures, together with that on admin-
istrative efficiency, has limited the effect of local investments on
the creation of job opportunities.

The purpose of this study is to discuss the role of public em-
ployment as a major instrument of development policy. To this
end, formerly unpublished information on the magnitude of govern-
ment employment and its distribution by sector is examined. The
emphasis is on identifying the factors that explain employment in
urban public services, and especially on the institutional restrictions
that preclude the more intensive use of labor in such services.

2 — The magnitude of public employment in Brazil

As usual in studies of the public sector, this analysis was subject to.
data restrictions. The only statistics published on public employ-
ment are those presented by the Instituto Brasileiro de Geografia e
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Estatistica (IBGE) in the population censuses and the household
surveys (Pesquisa Nacional por Amosiragem de Domicilios —
PNAD). In both (except for the 1950 census, which will be com-
mented upon separately), however, the data cover only the tradi-
tional government activities — i.e. administrative and legal services,
public safety and national security — and therefore underestimate
the employment generated by the government.

Another shortcoming of the data is that they do not allow
for disaggregation of employment by occupational level or admin-
istrative sphere. Such breakdowns are especially important to under-
standing the growth of public employment in countries such as
Brazil that are characterized by a high degree of administrative
decentralization.

The 1950 population census is a partial exception to the pre-
ceding observations. This census contains a cross-referenced sum-
mary of public employment at the individual level by branch of
activity and administrative sphere. Although “public employment”
is not closely defined, it is assumed to be near inclusive, for the
data cover all those employed by central governments and inde-
pendent agencies.?

Turning to unpublished information, the register of a new
social insurance fund for government workers (Programa de For-
magio do Patriménio do Servidor Pitblico — PASEP) is of great
use in gathering statistics on the volume and structure of public
employment. This source lists all those employed by federal, state
and local governments and independent agencies, as well as those
employed by public enterprises and mixed companies. Coverage is
therefore complete, and the data comparable, with some minor
exceptions, to those contained in the 1950 census. This compar-
ability makes it possible to draw some conclusions as to the develop-
ment of public employment over the period.

The PASEP register is not, however, of unquestionable reliabili-
ty. On the one hand, there may be overestimates due to the mul-
tiple listing of some persons, or to the failure to remove from the
files some who have retired or left the public sector.* On the
other hand, since the fund is quite new, there are possible omis-

2 Many of the entrepreneurial activities of the government are conducted by
former independent agencies that already exercised such activities, though under
official aegis. The transportation system fumishes an example. At the same
time, it has been in the last 20 years that the government has decentralized
its administrative apparatus and strengthened its role in business undertakings.

4 Closed accounts have been recorded in the last two periods, but these do
not represent the total multiple entries or cases of retirement or transfer to
the private sector.
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sions due to some agencies and firms not having registered their
employees. It is hoped that the latter has occurred only at the
level of the smaller municipios (roughly equivalent to counties, mu-
nicipios serve as the unit of local government in this analysis),
and is therefore of limited importance.

Another unpublished source that is yet to be fully utilized is
the special set of tabulations based on the 1970 population census.
These tabulations cover public employees, defined as “persons who
receive pay from federal, state or local governments or from inde-
pendent public agencies”.® Only those engaged in government en-
trepreneurial activities are excluded. For the present study, addi-
tional tabulations were requested on the 116 municipios whose
urban populations surpassed 50 thousand inhabitants in 1970. Since
the latter do not embrace the whole country, they cannot be used
to measure total public employment. Nonetheless, they are of great
value in analyzing public employment at the urban level.

In this study, the PASEP data serve as the basis for gauging
the current size and structure of public employment in Brazil. With
due reservations, these data are compared to the 1950 census data
in order to determine the changes that have taken place over the
last 20 years. The more detailed analysis of public employment
in urban areas, together with the attempt to explain the factors
underlying the volume of employment in different types of urban
services, is grounded on the special tabulations from the 1970 popu-
lation census.

The available information indicates that the proportion of
public employment is quite high in Brazl. In 1973, the govern-
ment employed 3.4 million workers, or 9.5% of the labor force
and just under one-fifth of the total engaged in nonagricultural
activities (table 1) .% These figures are comparable to — and even
lower than — those for the United States. In a recent study, Harri-
son points out that the American government is now responsible
for about one-fifth of the jobs in the country, and that the share of
public employmeqt is on the rise: one of every four new jobs is in
the public sector, and in some major cities the public employment/
total employment ratio reaches one to three.?

‘The comparisons between Brazil and the United States serve
to show that public employment is playing an increasingly iinpor-
tant role not only in the developing, but in the developed countries

& Fundagio Instituto Brasileiro de Geografia ¢ Estatistica (FIBGE), Censo Demo-
grdfica, 1970, “InstrucSes de Coleta.” p. 49.

6 These data arc based on the PASEP register.

7 B. Hamison, Public Employment and Urban Poverty (Washington, D.C.:
The Urban Institute, 1975) , pp. 1-2.
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as well. They also reveal that the magnitude of public employment
is associated not with the degree of state control over the economy
(which is generally high in developing nations), but with the
broadening range of government activities, especially social and
urban services at the state and local levels.

Analysis of the distribution of public employment in Brazii
canfirms the rise in the relative importance of the states and mu-
nicipios. As table 2 shows, in the period 1950-1973, public em-
ployment grew an average 5.39, per year, but at a much faster
rate for the states and municipios than for the federal government.
Thus, whereas the federal government accounted for the greatest
share.in 1950 (approximately 50%, of total public employment),
it has now been supplanted by the states. The share generated by
the municipios has not changed significantly. This is in part due
to stafes taking over urban services (e.g. water and sewerage, public

transport, public lighting) because of the reduced financial capacity
of the municipios.8

Table 1

Brasil: Growth and Shere of Public Employment, 1950 and 1973
(1000 Workers and %,)

1950 1973
Public Employment (A) .1 027 3 351
Economically Active Population (B) 17 117 39 371
Urban Wage Employment C) 5 333 17 238
A/B (%) 6.0 8.5

A/C (To) 19.3 19.4

Sources: Instituto Brasileiro de Geografia e Estatistica (IBGE), Censo Demo-
grdfico, 1950; PASEP, general register; IBGE, Pesquisa Nacional por
Amostragem de Domicilios, 1974.

* Excluding closed accounts.

8 According to a survey made for IPEA by the Instituto Brasileiro de Administra-
¢do Municipal (IBAM), in some municfpios in the state of Rio de Janeiro,
there are few services in which agencies maintained by the municipios themselves
predominate (sewerage, sanitation, public recreation, and highways) . Rather, it
is the state government, or agencies within its sphere, that are mainly responsible
for providing services. See IPEA/IBAM, “Participagio do Setor Publico na Eco-
nomia como Empregadar e Prestador de Servigos’: (Rio de Janeiro, 1975)
(Mimeographed), p. 45.
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Table 3
Growth of Employment in Public Agencies by Level of Government,
1950-1973
Total Public Federal Govorument States Municlpios
Employment
o Igoo) 1 000 % of 1 000 % of 1 000 ¢, of
e — Workors Total Workors Total Workers Total
1950 S30 326 39.3 318 38.3 186 23 .4
1973 2 1 410 20.1 1 038 51.8 373 28.1
Avorage Annual CGrowth
Rate (%) 4.0 10 5.4 5.0

Sourcus: Same as table 2.
a Including closcd accounis.



Table 4

Public Employment by Level of Government, 1973

Number of

o
Workers® ,]/_90 t?:ti
(1L 000)

Government Agencics 2 041 59.9
Municipios A73 16.8
States 1 0538 31.1
Fedoral Government 410 12.0

Independent Government Agencics and

Foundations G660 19.4
Munictpios 61 1.8
States 280 8.5
Federal Gavernment 410 9.1

Public Enterpriscs and Mixed Coinpanies 700 20.6
Municipios 26 .8
States 191 3.6
Federal Government 483 14.2

Nonclassificd 3 .1
Total 3 404 100.0

Source: PASEP.
* Including clesed accounts.

The available data also suggest that the expansion of publi
cmployment over the last 20 years is more the outcome of the
creation of new agencies than of increased job opportunities in exist-
ing ones. The relatively accelerated growth of employment in inde-
pendent agencies and entrcpreneurial activities is partly explained
by the gradual decentralization of the Brazilian public sector. This
is especially true of the federal government (table 3). As a result
of this trend, the joint share of independent agencies and entre-
preneurial undertakings rose from less than 209%, of total public
employment in 1950 to about 40%, in 1973.

The distribution of employment in 1973, by level of govern-
ment and type of organization, is presented in table 4. With respect
to public agencies, the [ederal government was less important (in
absolute and relative terms) than the states and municipios. At the
federal level, only half as many were engaged in government agen-
cies as in public enterprises, mixed companies, independent govern-
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ment agencies and foundations. In the states, the ratio was the op-
posite, with twice as many in public agencies as in the other kinds
of activities. The relative weight of independent government agen-
cies and entrepreneurial undertakings in total public employment
is important from the standpoint of employment policy, given the
nature of these activitics and the concern with efficiency that has
arisen with the process of administrative decentralization.

3 — Public employment in the major urban centers

3.1 — The magnitude of public employment by
class of municipio

The preceding analysis shows that in Brazil the aggregate share of
public employment in total urban employment is roughly 20%,. The
evidence on the North-American case indicates that this share is
strictly related to city size, in that the relative importance of the
government as employer grows with urbanization. To what point
this hypothesis holds true in Brazil can be checked using the special
tabulations referring to the 116 municipios having more than 50
thousand inhabitants in 1970. These data are presented in table 5
according to four subdivisions: (1) municipios in which state cap-
itals are located, (2) others within metropolitan areas, (3) thosc
having over 100 thousand inhabitants (large), and (1) those with
50-100 thousand inhabitants (small).

The relative importance of public employment was significantly
greater in the 116 largest municipios (15%) than in the country

Table 5

Magnitude of Public Employment by Class of Municipio, 1970
(1000 Workers and %)

Total Capital  Maetrapalitan I.arre Small

Puhlia Employment® (A) 1722 1 195 188 275 81
Economieally Active FPopula-

tion (B) 11 094 e 808 1 362 2 288 as7

Wage Employment (C) 8 254 &5 305 1 002 1 4058 ag2

AB (%) 15.5 17.6 12,3 12.2 12.8

AIC (%) 20.9 22.3 15.4 1.0 21 4

Souree: Speeinl tabulations hased an the 1970 papulntlon censua. The data refer to the 110 largeat
munszipios in the country.

a Including workara in publie utilities, despite the faet that these persana nre nat clamaified
asn puhlie emplayeen in the 1970 eenaus
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as a whole (8.5%, according to table 1). And within this group of
116 munricipios, the share of such employment was highest in those
in which the state capitals, which include the most important cities
in the nation, are located (17.5%, compared to an average of 129,
in the other groups of municipios). It was also in these municfpios
that the share of public employment in total urban wage employ-
ment was highest. As to the small municipios, the high rates of
government employment may be explained by the lack of other
urban job opportunities.

3.2 — Public employment by type of activity

‘The data in table 6 confirm the carlier observation as to the role
of social programs in the expansion of public employment. Entre-
preneurial activities withstanding, social programs — mainly edu-
cation — account for the greatest share of government employment
in the principal cities. The traditional government activities (public
administration ind defense and safety) represent less than half of
the respective total.

Once again, disaggregation by class of munieipio substantiates
the relative importance of those in which the state capitals are
located (table 7). On the average, there are twice as many public
employees in the municipios in which state capitals are located as
in the others. While this is mainly explained by the concentration
of state and federal administrative activities, services also account

Table 6
Public Employment® by Type of Activity, 1970

Numbor of % of

Workers T‘:)tol

(1 000) a

Sacinl Activities 577 34.7
Education 339 20.4
Medical Caro 101 6.1
Public Administration 399 24.0
Defense and Safety 376 22.6
Others 310 18.7

Source: Same as table 5.
» Excluding workers in entrepreneurinl activities othor than public util-
ities.
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Table 7

Average Public Employment per Thousand Inhabitants by Type of Activily and Class of Municipio, 1970

Total Capital Metrapalitan Large Smnll

Employment Employment Employment Employmant Emplayment
ger 1000 '%1!:11 per 1000 ;’zﬁ;‘] per 1000 ,%“:{ per 1 ;/11(‘:1‘] per 1000 .?;“:1

Inhahitants Inhabitants Inhabitants Inhabitanta lubabitanta
Soecial Activities 15.4 30.0 20.8 0.4 8.8 2.1 12.3 32.3 13 @ J2.8
Edueation 10.1 20.0 13.5 19.7 G.1 14.7 10.2 20.8 11.1 a28.Q
Medical Care 3.0 5.8 4.0 5.8 1.8 4.9 1.3 3.4 1.1 2.8
Public Administration 21.2 41.2 29.9 43.? 15.5 42.5 12.8 33.60 12 5 a1.6
Urban Serviee" 6.9 13.4 8.0 11.7 a.4 17.5 4.8 12.6 5.2 13.1
Urhan Imgravements 1.6 3.1 2.4 3.5 1.7 4.7 1.7 4.5 1.7 4.3
Public Utilities 3.1 6.0 3.2 4.7 3.4 9.3 2.1 5.5 3.6 6.0
Others (residual) 7.9 15.4 9.7 14.2 5.8 15.9 8.2 21.5 8 22.5
Total 81.4 100.0 as.4 100.0 30.5 100.0 38.1 100.0 30.6 100.0

Squrce: Same sp tahle 5.

& JIpcluding nongovernment public-utilities warkera.



for significant interclass differences. In the case of education, for
example, the average number of employees per thousand inhabi-
tants is twice as high in the capital municipios as in, the other mu-
nicipios within metropolitan areas. Nevertheless, relative to total gov-
ernment employment, the importance of educational employment
increases as city size decreases. This reflects not only recent govern-
ment priorities, but also the relevance of manpower in the pro-
duction of this service.

In social activities, there is a marked imbalance in the distri-
bution of employment between educational and health programs.
In overall terms, medical services are at an extreme disadvantage,
and the high number of persons engaged in such services in the
state capitals may be due to the limited role of the local govern-
ments in providing medical services.

Urban services may be divided into two categories: urban im-
provements and public utilities. With regard to urban improve-
ments, employment levels are highest in the municipios in which
capital cities are located, the per capita figures for the other groups
of municipios being similar to one another. In the provision of
public utilities (which include water, sewerage, gas, and electric
energy), economies of scale enter, and large firms often extend their
services to several municipios.® In public utilities, the numbers em-
ployed per thousand inhabitants are highest in the capital and
metropolitan municipios, precisely because of their size and greater
availability of funds.

Thus, the data on public employment — both total and by type
of activity — reveal striking differences in the number of persons
employed in the four groups of municipios. These differences are
partly explained by city size. However, other factors, some of them
institutional, have an equal or greater impact on urban service
employment in Brazil. The hypotheses underlying this statement,
together with the related empirical test. are presented in the next
section.

3.3 — The determinants of public employment

The factors that determine urban public employment may be ini-
tially grouped as follows: (a) those that affect the demand for the
types of services performed by the government, (b) those that ex-

9 Considering the ncgative externalities for the rest of the urban structure,
there may even he disecanamies of scale as of a certain size (i.c. extent of
services and dimension of facilities) . However, ta prave ar disprave the existence
aof econamies af scale in serviees is difficult, and impassible an the hasis af
emplayment data alane,



plain the capital/labor ratios [or these same services, and (c)
those that reflect the institutional restrictions on government em-
plovment.

In any attempt to incorporate all these factors into a statistical
analysis aimed at explaining the differences in the number of per-
sons employed by the government in each class of municipio, data
problems inevitably arise. These problems, which refer to the se-
lection and availability of information on persons actually employed
(total and in certain service activities), make it impossible to dis-
tinguish the effect on employment (1) of an increase in the de-
mand for public services, (2) of substitution between factors of
production, and (3) of limitations imposed by the availability and
degree of freedom allowed in the use of government funds.

Even so, regression analyses that use economic and demographic
factors as independent variables can produce interesting quantita-
tive results. These results, in turn, may serve as policy guides,
since they measure the relationships between the volume of public
employment and the size and composition of the population, the
level of income and the structure of public revenues. A study of
this kind was recently made in the United States,® and is here
adapted to the Brazilian case.

The model to be tested is essentially of the type L, = f (P, ¥,
R, D), where L; stands for the volume of employment in activity i;
P for the population (total or urban); ¥ for the income level; R
for revenues (able to be subdivided into own revenues and trans-
fers); and D are dummy variables for factors that are not perfectly
quantifiable, such as regional differences in attitudes toward gov-
ernment employment.

It is assumed that the demand for urban public services, and
therefore the level of employment in such services, increases with
the size andj/or density of the population and with the incomé
level. It is further assumed that the availability and source of
funds affect the degree to which the production of (and employ-
ment in) urban public services rises with demand. Theoretically,
the correlation between employment and revenue should be posi-
tive, since more funds should mean less financial constraints on the
expansion of services. In practice, however, the composition of re-
venues can produce significant alterations. For example, employ.
ment is likely to be restricted to the extent that it rests on translers.
for these are partially carmarked for capital-investment outlays.

10 R. Lehne, “Revcnue Sources and Local Government Employment,” Public
Finance Quarterly 3 (October 1975) : 400-410.
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Due to the large number of equations estimated, the results of
the econometric analysis are presented in a single table at the end
of this section. Generally speaking, the results are only fair, since
the explanatory power of the equation and of the coefficients es-
timated is rarely very significant.11 The lack of significance of most
of the coefficients of the revenue variable suggests that financial
constraints are of little importance in determining the level of
urban public employment (with the exception of the large muni-
cipios, which are better able.to overcome the constraints on em-
ployment posed by earmarked transfers). It should be pointed out,
however, that the financial variables used refer only to funds avail-
able at the local level, and therefore reveal nothing about urban
employment directly generated by the federal or state governments.

As for the demographic variables, the main conclusion to be
drawn from the analysis concerns the probable existence of sub-
stantial economies of scale in the provision of public services ‘at
the local level.'? With minor exceptions, the coefficients relative
to urban population and population density are less than zero when
significant. This suggests that the rate of growth of public em-
ployment per capita does not keep pace with urbanization.1 The
major exceptions are administrative employment, which is posi-
tively correlated with the degree of urbanization of the large muni-
cipios and those within metropolitan areas, and local government
employment, which is positively correlated with population density
in the state capitals and other large cities. The latter is explained
by the high yield of property taxes in urban centers.

At first glance, using the state value added tax (ICM) as a
proxy for the municipio income, the results do not confirm the
assumption as to the relationship between employment and income
levels. Except for public utilities, the signs are positive for the small
municipios and negative for the large and metropolitan municipios.

11 Such limited explanatory power is acccptable in cross-section analyses,
since the data are subject to wider variations than in time-series analyses. The
coefficicnts of determination are low because certain factors had to be omitted
due to the impossibility of quantifying them; the factors that determine the
location of state and federal agencies in given municfpios provide an cxample.

12 Economies of scale were also reparted in a recent study on municipio
expenditures. See A. B. Aradjo et ‘al., Transferéncias de I'mpostos aos Estados
e Municipios, Cole¢do Relatérios de Pesquisa, n.2 16 (Rio de Janeiro: 1PEA/INPES,

1973), p. 202.

13 The 'necgative coefficients for the population variables do not go against
the original hypothesis that the public employment/population ratio should be
positive, Since the estimates are based on per capita values, the negative
coefficients merely indicate that public employment does not grow as quickly as
urban papulation.
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Table 8

Determinants of Public Employment

Municipio Federal ICM v
Funds Tranaiera  Collections  Papulatian rhan Regional
Samgle Constant per 1 000 per 1 000 per 1 000 Demity Papulation Dummy R
Inhahitants Inhahitanta Inhahitanta
Municipio Employment per 1 000 A —.0975 .307* = - .108¢ —.250° — 5170
Inhahitanta (.102) (.063) (.132)
nd L = - = o = = b
(o] .aal 253 — - L114e - - .416%
(.072) (.081)
n 2.622 - -— . 1470 —.136b = - .376b
(.085) (.058)
Total Public Employment per A 2.337 .128b —_ - .070° - 2450 —_ .83a*
1 000 Inhahilants (.054) (.023) (.050)
)] .238 e —_ —. 140U —_ .270b L2 .538b
(.0aa) (.124)
[} —. 500 —.100b - — 138 = — —.130b 524"
(.073) (.077) (.080)
D 2.834 - - — —.188b - —.223b .372b
(-060) (.008)
Publie Sosis] Employment par A 2,088 — — - —-.008" —.27 — .009¢ 702*
1 000 Inhahitants (.025) (.054) (.051)
Rd s A = — — — —_ -
[o] .81 - — — - —_ —.138s [0} U]



n .1a2 — — — - == —.174" .489°

(.045)
Publie Administrativa Employment A 2.283 .226b — — — —.219b —_ .487b
per 1 000 Inbahitanta (.083) (.078)
B —.003 - .406¢ —.208* — .34ab S .590°
(.214) (.070) (.130)
(¥ —4.052 325 3580 - - .48% — 571
(.073) (.171) (.199)
D == = — .185¢ —. 326" - — L4040
(.103) (.087)
Publie Urban-Servica Employment A 480 - - .196~ —.193b 123° .482"
per 1 000 Inhahitants (.097) (.074) (.030)
R 2.704 = — .209* —.11%: — ~—=. 1840 .da7b
(.076) (.058) (.104)
C .040 . 288 —_ —.100% e e = _558*
(.042) (.051)
D4 - a— - - - - - —

Notes: The values hetween parenthesea are the atandard deviations.
The aamples are: A — munis{pias in whieh state eapilala ara loeated (23 chsarvatians).
B — municipias within metropalitan areas (20 cbaervational.
C — municipias with 100 thousand inhahitanta and aver (48 observations)-
D — municipias with 50—100 thousand inhahitanta (27 ohscrvations)-

An empty eall meaans that the variahla was not used dus to its not reaching the laval af significanss and/ar its nit aldinz to ths explanatory power
al the regremsion.

Significant at the 1% lavel

Significant at tha 5% level

e Signifieant at the 10% lavel

Neither the ecoalfjciants of detarmination nor the regreamsiana significant at the 109 lavel,
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This apparent contradiction suggests that the ICM is not an ade-
quate income-level proxy. In the case of the small municipios, the
ICM reflects the effect of budget constraints on total municipio
employment and on total administrative employment (which prob-
ably consists, in this class, of municipio jobs alone). But in the
larger municipios, the negative coefficients refer to administrative
employment, which loses relative importance with increases in in-
come and diversification of government services, and to total public
employment per capita, which decreases with the expansion of job
opportunities resulting from development.

Since few of the coefficients for federal transfers are significant,
it was not possible to prove that growth of public employment is
restricted in municipios that depend to a greater degree on such
funds, which are partially earmarked for capital expeditures.
However, in the large and metropolitan municipios, the coefficient
that shows the relationship between federal transfers and admin-
istrative employment is positive when significant (table 8). Since
only part of the funds are earmarked and the volume of transfers
is directly proportional to the size of the population, indications
are that some of these funds are used to create additional adminis-
trative jobs.

The regional dummy is most significant for employment in so-
cial activities in small municipios. This is precisely the case in which
the explanatory power of the other variables is lowest, and the
random location of state and federal agencies probably most im-
portant,

These results suggest that for a given increase in urban popu-
lation, population density, or availability of resources at the local
level, public employment per capita will grow more rapidly in
administrative activities than in social activities or urban services.
Moreover, they confirm that capital is being substituted for labor
in the performance of government services. This trend is the out-
come of two factors: (I) minimization of operating expenditures
in the name of efficiency, and (2) the gradual decentralization of
government activities. While this trend cannot be quantified on the
basis of our estimates, it is reflected in the coefficients of elasticity
between employment and available funds being low despite the fact
that manpower is the principal factor of production in most public
services. It is worth noting that the limited impact of increased
funds on government employment in urban services and social acti-
vities, especially in the small municipios, conflicts with the aim of
raising public employment as an instrument of economic policy.
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4 — Public employment and economic activity

The wusual approach to government employment emphasizes
emergency programs specially suited to times of depression. The
main objective is to minimize the impact of crises on employment
and income by expanding public-works programs so as to provide
temporary job opportunities, and thereby either stabilize the econ-
omy or hasten recovery.!t Being short-term, these solutions are not
suited to overcoming the employment problems in the developing
countries, where employment problems require more ex ante inter-
vention in order to eliminate the structural causes of labor-market
disequilibria. In these countries, the issue should be approached
from the angle of underemployment rather than open unemploy-
ment. Whereas the latter affects only 4%, of the urban labor force
in Brazil, the former ranges from 5.3 to 17.39, in the major urban
centers, 16

Thus, public-employment policy should perhaps stress the crea-
tion of permanent job opportunities instead of the adoption of
cmergency public-works programs. From the point of view of short-
term stabilization, such a change would mitigate depression ex ante,
since public employment would be relatively immune to reductions
in the overall demand for the goods and services produced by the
privatc sector. From the standpoint of longrange goals, new pos-
sibilitics might arise for maintaining high rates of growth while
reducing underemployment, distributing incomme more equitably, and
improving the standard of living.

The beliel that higher growth rates will automatically solve
the employment problem has gradually been abandoned. Not only
does industrialization fail to generate a sufficient number of new
jobs, but the distribution of those that are created is not in linc
with the skill of the labor force. As a result, unemployment (under-
employment) spreads among the unskilled, and relative wages rise
for skilled manpower.

The most common recommendations for resolving the growth-
versus-employment conflict are of two types. First, there are those
who advocate additional training so as to prepare the labor force
to meet the demand for skilled manpower, and thus improve the
distribution of wages. Second are the proponents of labor-intensive

14 This is the approach used during major droughts in the Brazilian Northcast.
18 Sec H. C. Tolosa, “Subutilizacio e Mobilidade da M3o-de-Obra Urbana,*”
in Politica de Desenvolvimento Urbano: Aspectos Metropolitanos ¢ Locais, ed.
J. Barat, Séric Monogrifica, n® 22 (Rio de Janeiro: IPEA/INPES, 1976).
PpP. 283-85.
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techniques, who argue {Gf measures to raise the employment/capital
ratio. Since the pros and cons of these suggestions have already been
discussed at some length,8 we shall leave them aside and consider
the alternative of direct public employment.

An important question refers to the source of funds requirec
to finance increased public employment. If the government were
to provide minimum-wage jobs for all the critically underemployed
in urban areas (currently estimated at approximately two million
persons) ,17 it would have to disburse about Cr$ 20 billion per year,
or roughly 10% of the federal budget revenue estimated for 1977.
It would clearly not be advisable for the government to furnish
direct employment for all two million workers. Nor would it be
necessary, since increased public employment would have a mul-
tiplier effect, expanding the internal market and raising the demand
for the goods and services produced by the private sector.

Public employment, especially in the provision of urban ser-
vices in small and medium-size centers, could serve as a key instru-
ment for stemming or controlling migratory flows. In Brazil, mi-
gration apparently occurs in stages, with moves being first from
rural areas to small centers, then to medium-size cities, the re-
gional capital, and finally the principal metropolitan areas. However,
this process is not accompanied by government efforts to help mi-
grants adapt to the cultural standards and labor markets of the
large urban centers. In this respect, public employment in the small
and medium-size cities could retard the flow of migrants to the
large cities, andfor prepare them — socially and professionally —
for life in their final destination centers. This would also benefis.
the metropolitan areas, for if migrants were readily assimilated, the
cost of improving environmental conditions would be lower.

Job opportunities in small cities could be created in two ways.
First, municipios might be encouraged to use more labor-intensive
techniques in services such as public cleaning and road maintenance,
which are often mechanized to an unnecessary degree. Second, if less
emphasis were placed on capital expenditures, social services (e. g.
education and medical care) could absorb more labor, which is,
after all, the major factor of production, and the one responsible
for quality, in these areas. Better social services, by raising the stan-
dard of living, would keep some potential migrants from shifting
to the larger cities.

18 With regard to proposals for the further utilization of labor-intensive
techniques, see Bacha et al.

17 Tolosa, p. 44. “Critical underemployment” is defined as less than 14 hours
of work per week.
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The creation of public-employment opportunities in small and
medium-size centers would also improve the regional distribution of
income by transferring funds from the more developed to the less
developed areas. Moreover, the indirect elfects could be as important
as the direct effects. Whereas transfers to individuals (e.g. social
security benefits or negative income tax) only influence the local
economy via increased family expenditures, additional public em.
ployment could lead to the expansion and improvement of urban
services throughout the region.

Likewise, public employment could exert a positive impact on
the distribution of personal income. Since there is a shortage of
jobs for unskilled labor, the government might make more use ot
untrained manpower in urban services. Even now, among the gov-
crnment activities, it is urban services that employ the greatest num-
ber of unskilled workers, especially in the smaller municipios.

In the urban centers, the focus should be on raising the standard
of living. Given the size of these centers, it may not be feasible to
utilize labor-intensive techniques in the provision of some urban
services. However, social services, which are often claimed to be
deteriorating, could be improved through the expansion of public
cmployment. In fact, there is a growing pressure to set up programs
not only in the fields of education and medical care, but also in
basic sanitation, environmental control, social assistance, cultural
activitics and rccreation. Significantly, the quality of these services
dcpends on manpower.
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Inflation and the balance of payments
in a dependent economy

Celso L. Martone *

I — Introduction

This paper analyzes the monetary adjustment of a dependent economy
in a model which brings together the quantity theory of inflation
and the monetary approach to the balance of payments. An open
dependent economy is understood to be one that is relatively small,
and that responds passively to events in the international markets
for goods and capital.

Since the article attempis to explain how a dependent economy
makes the monetary transition from a closed to an open system, it
deals with short-term situations covered neither by the traditional
theory of inflation nor by the monetary theory of the balance of
payments.!

The two-sector model employed distinguishes an international
(tradable) sector and a domestic (nontraded) sector, with the two
being differentiated mainly in terms of the price-formation me-
chanism. This division of the market for goods is essential to the
dynamics of inflation in an open economy, because it implies the
coexistence and interaction of two price levels within the system.
A credit market is also explicitly introduced into the model in a
form close to the loanable-funds theory, and particularly to the

® Economic rescarch institute, Universidade de Sio Paulo.

1 To cite only the best-known works, one should mention M. Friedman, The
Optimum Quantity of Money and Other Essays (Chicago: Aldine, 1969), chap. 1,
on the traditional theory of inflation, and H. G. Jobnson, Further Essays in
Monetary Economics (Cambridge: Harvard University Press, 1973), chap. 9, on
the monetary theory of the balance of payments.
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“cumulative process”? recently incorporated into the so-called
Keynes-Wicksell growth models. This allows that the monetary

approach be used to examine adjustments in the goods and capital
accounts separately.?

The model is applied to basic problems of monetary adjustment
such as modifications in domestic credit policy, foreign-exchange
devaluations, and changes in international interest and inflation
rates. Each of these problems is examined in the context of different
institutional frameworks. Thus, in section 3, the economy is charac-
terized by a fixed exchange ratc and a total lack of capital mobility.
In section 4, the exchange rate is still fixed, but capital is mobile.
Finally, section 5 allows for an automatically indexed exchange
rate, based on the purchasing-power parity theory.

2 — The analytical framework

The economy to be analyzed is small relative to the rest of the
world, and its price structure is flexible enough to guarantee
continuous full employment. There is no government in the usual
sensc of the term, only a monetary authority that sets the exchange
rate and conducts monetary transactions with the rest of the banking
system and directly with the public.

In any discussion of price dynamics in an open economy, the
first precaution, and one of the aims of this study, is to define the
general price level. For a closed economy, onesector models in
which the price level equals the “price of national income”™ may be
useful; but for an open economy, such models lose much of their
predictive power due to the existence of one price-formation me-
chanism for international goods and another for domestic goods.
The prices of tradable goods are determined on the international
market, in which the individual economy presumably plays a negli-
gible role. In contrast, the prices of domestic goods are set by
local supply and demand. Since we are concerned with a dependent
cconomy, tradables will be exchanged on a “fixprice” market in
which adjustments are basically made through changes in the
quantities traded or purchased at a given price level, while
nontradables wiil be exchanged on a “flexprice” market in which

2 K. Wicksell, Interest and Prices, Reprints of Ecanamics Classics (New Yark:
A. M. Kelley, 1965) .

1 See, far example, J. Stein, “Monetary Growth Theary in Perspective,” American
Economic Review 60 (March 1970): 85-106; §. Fischer, “Keynes-Wicksell and
Neaclassical Madels of Maney and Grawth,” American Economic Review 62
(December 1972) : 880-90: D. laidler, Essays an Maney and Imflation (Chicaga:
University af Chicaga Press, 19758), chap. 5.
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price adjustments are responsive to a disequilibrium between supply
and demand.¢ Explicit consideration of these two types of goods
improves the forecasting ability of the model, as well as facilitating
analysis of the dynamics of inflation in an open economy.

In defining nontradables, consideration must be given not only
to natural barriers and transportation costs, but also to the tariff
structure. Since a prohibitive tariff can transform impaortable or
exportable goods into nontradables, the latter are those products
and services that do not enter international trade flows should there
be a slight change in their relative prices. This class of goods, so
defined, has rcceived due attention from only a few writers.5

Disregarding tariffs and subsidies, and letting e stand for the
exchange rate and B, for the price index of tradables, free trade
will guarantee that

Py =ePr 1)

In the type of economy under discussion, Pr is determined
independent of the domestic market. Hence, assuming a fixed
exchange rate, the rate of variation in the prices of tradables will
be given exogenously by

¥ =TT (Ill)

The general price level is defined as a weighted avcrage of the
price indices for the two classes of goods:

P=aPy+ (I —a) Pr 2

where a is the share of the nontradable good N in total expenditure
of the economy.

4 The terminology is that used by J. R. Hicks, Capital and Growth (London:
Oxford University Press, 1965), chaps. 6 and 7; idem, The Crisis in Kcynesian
Economics (London: Oxford University Press, 1974) .

5 Among whom might be cited the following, in chronological order: I. F.
Pierce, “The Problem of the Balance of Payments,'” International Economic
Review 2 (January 1961): 1-28; R. A. Mundell, Monetary Theory, Inflation,
Interest and Growth in the World Economy (Pacific Palisades: Goodyear, 1971) .
chap. 9; R. Dornbush, “Devaluation, Money and Nontraded Goods." American
Economic Review 63 (December 1973): 871-80; A. Krueger, “The Role of
Home Goods and Money in Exchange Rate Adjustments,’”” in International
Trade and Finance, c¢d. W. Sellekaerts (Ncw York: International Arts and
Scicnces Press, 1974), pp. 141-61; M. Bruno, “The Two-Sector Open Economy
and Real Exchange Rate,"’ American Economic Review 66 (Scptember 1976):
566-77;, M. Connolly and D. Taylor, “Adjustment to Devaluation with Money
and Nontraded Goods.'' Journal of Intemational Economics 6 (1976): 289-98.
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Supposing that Py = Py — [ initially, the domestic rate of
inflation will be

r=ary+ (1 —a)rr (2a)

Excess real expenditure Z is the sum of excess expenditure in
each market:

Py

-~

Pr

Z = ZN+'F"ZT &)

Given a fixed exchange rate, the balance of trade will be equal

to the variation in one of the components of the monetary base B¥
and to the excess supply of tradables:

Bl =—Pr2Zy )

Likewise, the net inflow of capital K will be equal to the variation
in another component of the monetary base, Bf:

B; =ck (5)

The variation in the economy's stock of international reserves (by
definition equal to the balance.of-payments surplus) will therefore
be the sum of (4) and (5):

BP=37‘+B§=—PTZT+GK (6)

The monetary base is comprised of two elements: a domestic
component B2, the result of monetary and credit operations between
the authorities and the domestic sectors (banks and the public);
and an external component BF, defined in (6) as the outcome of
operations between the authorities and international agents, whether
on current account or in the form of capital transactions:

B = B” + Bf )

Whereas the domestic component is under the control of the
monetary authorities, who can use it to attend to their policy goals,
the two external components are determined in the markets for
credit and for goods and services.

The money supply is the product of the banking multiplier s,
assumed constant for simplicity, and the monetary base:

M5 =B (8)
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There are three markets relevant to the analysis: (1) the market
for goods and services, divided into the international sector and
the domestic sector, which roughly determine the balance of trade
and the domestic rate of inflation, (2) the credit market, which
basically determines the nominal rate of interest or the capital balance
(depending on the hypothesis concerning international capital mo-
bility), and (3) the money market, which will be explicitly elimi-
nated. The credit market is defined, in the tradition of Brunner
and Meltzer, © as the market for the securities that comprise the
assets of the banking system. An important aspect of the model is
the absence of explicit portfolio behavior of the private sector. This
intentional omission is due to the interest in examining income,
expenditure, money and credit flows in the spirit of the loanable-
funds theory, in which the reader will recognize the dynamics of
the Wicksellian “cumulative process”.

Excess global absorption of goods and services ‘is a function
of the expected real rate of interest:

Z=Z0r-E),Z <0 9)

where 7 is the nominal rate of interest, E the expected rate of
inflation, and

Zm) =0 (10)

Rate n, assumed to be constant, can be identified with the
Wicksellian “natural interest rate”, that is, the real interest rate
which, given the expectations concerning the future of the economy,
will balance savings and investment flows and consequently the
market for goods. Under these conditions, and assuming that r is
the prevailing rate in the credit market, to the extent that the
expected real rate r—E is lower (higher) than the natural rate n,
there will be excess (insufficient) absorption in the market for
goods. Through analogy with the natural rate, the expected real rate
is associated with the Wicksellian “monetary interest rate”, or the
expected real rate that brings the credit market to short-run
equilibrium.

The real absorption of money, or the real flow demand for
money by the private sector, is formed of two elements: a replacement

6 K. Brunner and A. H. Meltzer, “Monetary and Fiscal Policy in Open, Interde-
pendent Economies with Fixed Exchange Rates,"” paper presented 2t the 3d
Paris-Dauphine Conference, March 1974; idem, “An Aggregative Theory for a
Closed Economy," paper presented at the Conference on Monetary Economics,
Brown University, November 1974.
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demand for expected capital losses due to inflation; and a demand
for increases in the real stock, owing to disequilibria between the
desired and the actual real stock:

M
P

=Em+0 (m°—m) (11)

m=j(@), 1 <0 (12)
with m being the real money stock and 6 a coefficient of stock

adjustment.

The excess demand for each class of goods is a function of
excess absorption Z and of the relative price between the goods
W — PN/PT:

ZI\“ = zN (Zl W)l ZNI > 0) ZIM! <0 (13)

Zp =20 (Z,W), 2y, > 6, 27> 0 (14)

The expected rate of inflation is a function of the economy's
past inflation:

Ey = Ex[x ()] (15)

Any change in the international rate of inflation ny is imme-
diately perceived by the private sector, which does not foresee
additional changes. Hence, aggregate expectations concerning in-
flation are expressed by

E=agEy+ (1 —a)nr (16)

On the domestic market, prices adjust to excess demand and
expected inflation:

rn=Ex+\2Zy (Z, W) an

where A is a coefficient of ajustment. On the foreign market (balance
of trade), adjustments are ultimately of quantities in relation to
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an exogenous rate of change in prices, as shown in equations (la)
and (4) .7

This difference between the two price equations is a basic
characteristic of the model, and makes it possible to render the
theory of inflation for a closed economy compatible with the mone-
tary theory of the balance of payments. How this becomes feasible
may be summarized as follows: in the short run, an open economy
behaves in line with the traditional macroeconomic models for
closed economies; but in the long run, it acts according to the
monetary pattern traced by writers such as Johnson.® The most
convincing way to link the two models and to allow for the transition
from a closed to an open economy is therefore to divide goods into
two classes, each with its own dynamics of adjustment.

3 -- Monetary adjustment in the absence of
capital mobility

In order to study the process of adjustment in the absence of capital
mobility, we shall further hypothesize that, in terms of velocity,
the credit market adjusts infinitely faster than the market for goods.
Thus, the credit market will always be in equilibrium at nominal
interest rate r. Underlying this hypothesis is the assumption that
the transaction costs and time required to effect changes in the
interest rate are infinitely lower than those needed to bring about
changes in prices. The loanable-funds equation, which is the condi-
tion for credit-market equilibrium, will therefore be constantly met:

D A F
Zr—E)+Em+0m®—m) =s 5 + (s—1) 7 (18)
bearing in mind that at this point eK = B} = 0.
The above equation may be rewritten as follows:
Py oo a B
= Zv(Z, W)+ Em+O06(m" —m) =5 — (181)

r P

7 Alternatively, it could be hypothesized that expectations are also formed in
relation to the international rate of inflation, as suggestced by D. Laidler and
R. Cross, “Inflation, Excess Demand and Expectations in Fixed Exchange Rate
Open Economies,” in Injlation in the World Economy, cd. M. Parkin and G. Ziz
(Manchester: Manchester University Press, 1976), pp. 221-55. However, maintain-
ing different expectations for the domestic and world markets requires that
exchange speculation be introduced into the model. Besides complicating the
model itself, in the long run this makes it unfeasible to sustain the hypothesis
of a fixed exchange rate.

8 Johnson, chap. 9.
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As (18a) indicates, the hypothesis regarding the velocities of
adjustment implies that the excess demand for nontradables will
equal the flow excess supply of money in real terms.

In this system, equilibrium can be defined in two ways. First,
steady-state equilibrium can be determined for a given rate of
change in the price of tradables and a given rate of world inflation,
as seen from the standpoint of the country itself. This state will bé
reached when the economy satisfies three requirements: (1) the
market for nontradables is in equilibrium, (2) the actual and ex-
pected rates of change in prices equal the international inflation
rate, and (8) the rate of expansion of domestic credit (on the part
of the monetary authorities) , p2, is also the same as the international
rate of inflation. That is,

ZN(Z,W)=0
D T
B =

Under these conditions, the nominal interest rate will be r = n 4+ =,
and the real stock of reserves will be constant over time. In other
words, the balance-of-payments surplus will be exactly the amount
required to hold constant the real value of the international reserves,
depreciated by world inflation. The community will therefore be
paying an inflation tax, equal to the balance.of-payments surplus,
in the form of a transfer to the world reserve centers.

Second, a sort of quasi-equilibrium can be distinguished. This
allows for analysis of situations which, while not indefinitely
sustainable, may occur ar cerrain points. Such quasi-equilibrium
arises when

In(Z,W)=0
rww=E=wr=12gp (20)

with w? unrestricted. In this article, the emphasis will be on these
situations. Clearly, any rate of expansion of domestic credit other
than xny will eventually imply a change in the real stock of reserves.
Thus, at quasi-equilibrium, the model restates a basic proposition
of the monetary approach, i.e. the existence of perfect substitution
between domestic and international assets within the monetary base.

Some types of disequilibria can also be understood through the,
conditions for quasi-equilibrium described in (20), definition
equations (la), (2a) and (16), and adjustment equations (4), (15)
and (17) . Thus, equation 20) can be used as the reference. point:
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for defining two kinds of disequilibria which can occur in the
model. In the first case, the domestic market may be in equilibrium
(Zv = 0) with the flow excess supply of money therefore nil, at
the same time the trade balance is registering a deficit equal to
excess global absorption:

pT - AF
Zr=2Z2=——L (21)

This condition has often been used by monetarists to make forecasts
concerning the balance of payments. The market for nontradables is
assumed to remain in equilibrium, and all monetary adjustments
to occur via international reserve flows.

The second type of disequilibrium arises when the trade balance
is in equilibrium (Z; = 0), but there is an excess demand for
nontradables equal to excess global absorption and to the flow
disequilibrium in the money market:

12 d
%zﬁ=z=sBT—%{— 22)

This is the case which comes nearest to a closed economy. It may
occur in the short run if the trade balance adjusts at very low
velocity, so that the credit-market disequilibrium shows up in the
market for nontradables.

These two forms of disequilibria can only be observed in a
two-sector model which includes, in addition to the absorption effect
typical of a closed economy, a substitution effect that operates through
the relative price W. Although the existence of a substitution effect
has been proposed by several economists, ? its connection to inflation
dynamics in an open economy has not been explored.®

We shall now consider the three types of exogenous shocks that
comprise the usual monetary problems of the balance of payments: a
change in the rate of expansion of domestic credit, a devaluation,
and a change in the international rate of inflation.

g Such as Pierce, Mundell (chap. 9), and Darnbush.

10 I considered this prohlem in an earlier article, but was wvnable te cover
adjustment under persistent inflation due ta the static framewark adopted. See
C. L. Martane, “O Enfoque Monetiria 3 Teoria da Balan¢oe de Pagamentas:
Algumas Implica¢des,” Revista de Estudos Econdmicos 4 (May 1974): 198-220.
The work that comes closest ta the madel presented here (with neither an
explicit credit market nor a formal adjustment madel, hawever), is that by M.
1. Lejer, “Maney. Prices and the Balance of Payments: The Case af Mexica™
(Ph.D. dissertatian, University of Chicaga, 1975) .
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Let us assume, to start with, that the quasi-equilibrium con-
ditions described in (18) and (20) are met at a rate of expansion
of domestic credit exactly sufficient to maintain the trade balance
at equilibrium (Z, = 0),

o =—— (23)

with ¢ = BF/B being the share of reserves in the monetary base.
As of time t,, the monetary authorities increase the rate of growth

of domestic credit to p? and hold it at the new level by, for
example, increasing rediscounts or direct credit to the private sector.
It is known that, at the new quasi-equilibrium the economy will
eventually attain, the only lasting effect of the change in monetary
policy will be a current-account deficit that will allow the private
sector to eliminate the excess money being created by the authorities.

However, during the adjustment process, the economy initially
behaves as if it were closed, and only gradually reaches the situation
predicted by the monetary approach. At first, the acceleration in
the expansion of credit pushes down the nominal interest rate and
directly encourages spending. The subsequent excess absorption is
manifested in the excess demand for both nontradables and tradables,
so that Zy > 0 and Z; > 0. On thc domestic market, this excess
demand results, via equation (17), in prices rising at a faster rate.
On the foreign market, it leads to larger purchases at the same
rate of change in prices (equations [1a] and [4]), and hence creates
a trade deficit equal to the excess demand.

At this point, a double Wicksellian process begins on the credit
market. On the one hand, there will be an internal drain due to
the real value of the credit flow decreasing as the average rate of
inflation increases. This effect will be passing, however, since in
the long run the domestic rate of inflation will return to the level
prevailing in the rest of the world. On the other hand, an external
drain will be occasioned by the excess demand for tradables leading
to a loss of foreign assets and slowing down the growth of the money
supply. The fact that both effects are stabilizing means that the
cumulative process set in motion by monetary policy will eventually
run down and the system will come to a new quasi-equilibrium.

In the meantime, the relative price W will rise, generating a
substitution effect against nontradables, so that the absorption effect
will worsen the trade balance and hasten the loss of reserves. The
market for nontradables will eventually reach equilibrium at a higher
relative price W but at the original rate of inflation. In this way,
the economy will attain the situation described by the monetary
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Figure |
ADJUSTMENT OF AN OPEN ECONOMY TO A
MONETARY SHOCK
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approach and represented by equation (21), in which the excess
absorption of goods (continually renewed by the expansion of domes-
tic credit) is equal to the trade deficit.
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The expansionary process brought about by the overly rapid
growth of domestic credit cannot be sustained in the long run,
because the level of reserves sets the upper limit on the economy’s
deficit. Once reserves have been depleted, monetary policy will have
to be revised. It is in this sense that the situation is one of quasi-
equilibrium.

Figure 1 illustrates this case. In the upper part, curve Z stands
for excess absorption and falls with the expected real rate of interest.
Curve F, defined by the flow excess supply of money in real terms,
slopes upward due to the fact that an increase in the nominal rate
of interest will lower the real demand for money and accelerate
the flow excess supply:

F=s—§--—Em—e(m‘——m) (24)

In the lower part of the figure, curves Zy — 0 and Zp = 0
are depicted on plane (Z, W) . The initial quasi-equilibrium occurs
at nominal interest rate OB, inflation ntp — 4B, and relative price
W,. As soon as the monetary authorities increase the rate of expan-
sion of domestic credit, the economy will start to move toward excess
absorption OG (at the outset, 4B = A4’B’). This excess absorption
will be reflected in an excess demand for both nontradables and
tradables, thereby characterizing point ] as the effect of monetary
expansion.

At point J, the inflationary pressure on nontradables will be
such that their prices will change at a faster rate and ¥ will rise
above its original level. During some time, sy will be over its
longrange level, thus causing the forementioned internal drain,
which will cease when the domestic market achieves its new
equilibrium at point L. The situation at point L corresponds to
the proposition presented in equation (17), which shows excess
absorption equaling the trade balance.t

Some possible time paths for the main variables are traced in
figure 2. In section (a), the domestic rate of inflation temporarily
differs from the world rate in order to allow the relative price W

11 The path from J to L will be nonlinear, since the expected rate of inflation
will rise for some time, thereby lowcring the real interest rate and encouraging
additional spending. It should be observed that expected inflation has a transi-
tional effect, influencing the credit market only while the domestic market is
in disequilibrium. Although this effect was not included in the figure, it may
be responsible for oscillations in the path of the variables. In our case,
expectations were relegated to a secondary role owing to the fixed-cxchange-rate
hypothesis and to the fact that long-range domestic inflation is inextricably
linked to the rate of change in the prices of tradables.
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Lo increase and the domestic market to reach equilibrium. This
relative price approaches the new equilibrium (section [c] of the
figure) asymptotically.
The behavior of the balance of payments, as well as that of
the money supply (sections [b] and [c]), is the direct result of the
absorption effect and the substitution effect:

Zr

Ve Z+ 27, W

(25)
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Since Z immediately shifts to OG, the balance of payments
becomes negative and the deficit will continue to increase as long
as Z and W are rising. This explains the possibility of the real
trade balance surpassing its new equilibrium value, and then
stabilizing at OG = [p? (I—-c) —ny] B/P. The growth rate of
the money supply will behave in accord with the balance of pay-
ments, since the expansion of domestic credit is constant throughout
the process.

Let us now suppose, starting from the same position of quasi-
equilibrium, that the monetary authorities devalue the exchange
rate from e, to e,. Whereas an increase in the rate of expansion
of domestic credit was seen to affect the rates of change of the
variables, a devaluation initially alters the levels of the variables
and only later influences their rates of change.

Devaluation immediately exerts two effects. First, the relative
price W drops in direct proportion to the devaluation, thus
generating a substitution effect in favor of nontradables on the
part of consumers, and in favor of tradables on the part of pro-
ducers. In other words, there is 2 shift in spending, to the advantage
of nontradables, for a given level of global absorption. Second, the
devaluation instantly raises the general price level by (I — a)
(e;/es — 1) percent, thereby reducing the real money supply and
causing monetary disequilibrium. It therefore operates as a tax
or represents capital losses to money-holders, and induces the private
sector to temporarily acquire more money at the cost of a lower
absorption of goods. This is possible due to an increase in the
nominal interest rate, which leads to an excess supply of goods
(Z < 0) and a negative absorption effect in the market tor goods.

Both the absorption effect and the substitution effect cause
trade surpluses and accumulation of reserves. On the domestic
market, however, the two effects oppose each other. Thus, in order
to achieve stability, it is necessary to create an excess demand for
nontradables that will bring the relative price W back to its original
level. In this context, devaluation tends to restore equilibrium.
On the one hand, the surplus increases the growth rate of the
monetary base, thereby allowing the private sector to re-establish
its real money supply. On the other hand, the higher rate of inflation
on domestic goods contributes to returning relative prices to their
initial level. It is for this reason that devaluation is said to have
a transitional effect, and to be incapable of permanently influencing
relative prices or real magnitudes. In other words, as various econo-
mists have suggested, unless domestic credit policy is altered at the
same time, devaluation merely serves to increase the reserves of the
monetary authorities.
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The adjustment that follows a devaluation is shown in figure 1.
At the outset, r, = OB, n = BA4, and W = I¥,. The devaluation
shifts curve F, to I', (generating an excess supply of goods OH), and
lowers the relative price from W, to ¥, (creating an excess demand
for domestic gocds and an excess supply of foreign goods, represented
by point N) . Over time, the surplus will cause F, to return to F,,
and the excess demand for domestic goods will lead to an increase
in ;ty, once again raising the relative price W, to W,. This second
quasi-equilibrium will coincide with the first, that is, with the
situation prior to the devaluation.

The effects of sterilization of the monetary impact of the balance
of payments can also be analyzed with the aid of figure 1. Thus,
let us assume that the authorities adopt the following proccdure:

begie [k

so that, regardless of what happens to the stock of reserves, the
base grows at a constant rate xr. In this case, curve F, will not
return to [, for the attempt of the public to acquire money via
the tracde balance will be frustrated by the countervailing transactions
of the authorities. "Equilibrium” will be maintained at point K,
where there will be insufficient aggregate demand (Z < 0), equi-
librium in the market for nontradables (£Zy = 0), and a balance-of
payments surplus (Z; < 0) exactly equal to the difference between
income and absorption. The supply of reserves will therefore grow
indefinitely.

Finally, let us consider the case in which the rate of inflation
of the price of tradable goods rises from 7% 1o xhand remains at
the new level. Assuming that the increase in the international rate
of inflation is perfecctly pcrceived, the domestic rate will rise by
dn = dE = (I — a)dny. This increase will have an uncertain
impact on the money market, for even if the replacement demand
rises, the demand for the real stock will fall. Thus, the flow of
private money purchases may either increase or diminish.

As time passes, however, two things should occur. In the first
place, the relative price W should start to drop, causing a substitution
effect in favor of nontradables which will, in turn, generate excess
demand in this market. In the second place, the new path of
prices P will impose larger capital losses on moneyholders and lead
to a higher absorption of money at the cost of a lower absorption
of goods. Eventually, the excess demand for nontradables will cause
W to turn upwards, thus indicating how the rate of inflation on
this class of goods adjusts to the new world rate of inflation. At
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the end of the process, the economy will be characterized by insui-
ficient absorption OH, with A”B” = AB 4 dnr and by a point
such as K (in the lower part of figure 1) standing for equilibrium
in the market for nontradables at a relative price lower than the
original, and a balance-of-payments surplus equal to OH.

The model therefore recognizes two means of transferring in-
flation from country to country. One is a relative price mechanism
that generates excess demand for domestic goods and pushes infla-
tion upwards; the other, a monetary mechanism, imposes capital
losses on those who demand money, while creating a surplus in the
balance of payments and an increase in the quantity of money.
Whereas the first operates through relative prices, the second is
purely monetary.

From all the cases examined in this section, it is clear that
a dependent economy with a fixed exchange rate can neither avoid
“importing” inflation from the rest of the world, nor “export™
domestically-generated inflation abroad. Thus, in the long run, the
domestic rate of inflation will converge toward the world rate, as
represented by the rate of change in the price of tradables. None-
theless, when there are disequilibria, the rates of inflation in various
economies with fixed exchange rates may differ substantially. A
question therefore arises as to the duration of long-range adjustment.
With respect to the period it takes for domestic prices to adjust
to international prices, two a priori arguments come to mind. First,
the degree of openness of the economy (measured, for instance, by
the share of the tradable sector in total income) determines the
velocity of adjustment: the higher the degree of openness, celeris
paribus, the shorter the adjustment period. This is due to the
fact that the greater the share of the tradable sector in total
expenditures, the sooner an exogenous disturbance will affect the
balance of payments and the domestic rate of inflation.

Second, any change in the relative price ¥ involves reallocating
expenditures and resources between the two sectors, and it is precisely
this reallocation that allows for the new equilibrium. The greater the
possibility of substitution in demand between the two classes of
goods, and the greater the factor mobility between the two sectors,
the faster the economy will readjust. If, for example, a devaluation
is immediately followed by a shift in demand to nontradables and a
rapid transfer of factors to the production of tradables, the upward
pressure on the domestic rate of inflation will be greater and a
trade surplus will be created more quickly. On the contrary, at
the same degree of openness, the more rigid the final demand and the
less mobile the factors of production, the longer the period of adjust-
ment and hence the time required to bring the balance of payments
and the domestic market back to equilibrium. Since short-range
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supply-and-demand substitution is limited, inflation rates in coun-
tries with fixed exchange rates may differ considerably for prolonged
periods if the level of reserves or the chances of external financing
are conducive . 12

4 — The effects of international capital mobility

In the previous section, it was hypothesized that all the securities
issued and exchanged within the economy werc nontradable, just
as some goods and services. However, for dependent economies that
have reached a certainstage of financial development and integration
into the international capital market, it would be more realistic to
follow the pattern established for goods and divide credit instru-
ments into two classes — those that can be traded internationally
and those that are strictly domestic, with interest rates being set by
the respective markets. This explains why there are different rates
of interest on different instruments, and, since these ratcs are set
via separate mechanisms, why international rates are not likely
to become uniform even in the long run.!3

Nonetheless, at this point our analysis will be limited to those
instruments that can be exchanged on the world market. Since the
hypothesis of a small country will be retained, thc domestic and
international nominal rates of interest will be the same. We will
therefore be examining the macroeconomic adjustment of an open
cconomy from the other extreme. Whereas it was previously assumed
that all securities were nontradable, it will now be held that all
instruments are fully mobile on the world market.

In discussing international capital transactions, the monetary
approach has given little attention to the fact that monetary adjust-
ment is effected not only through the goods and services market,
but also via credit opcrations, and without changes in expenditure
flows. We will now focus on this question, together with the efficacy
of domestic monetary policy, which may be offset by private capital
flows.

12 This problem is ta an cxtent structural, since some ecanomics are hetter
prepared to mobilize resaurces and transfer them fram one sector ta another.
In an cconamy with prohibitive tariffs and a limited import-expart list, for
instance, the possibility of short-and medium-tecrm substitution is virtually
2010, A recent cxample is the petroleum crisis. The European economices, with
their greater degree of openness and relative facility for mabilizing internal
resources, have managed ta adjust their trade halances more quickly than the
dependent cconomies of the Third World, including Brazil.

13 These characteristics are taken inta account by R. Darnbush in “A Partfalia
Ralance Model of the Open Ecanomy,” Jaurnal af Monetary Economics |
(March 1975) : 1-20.
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The general structure of the macdel has already been described,
but the credit-equilibrium equation may now be rewritten as

B ¢
Z()*-E)—P—S—P—=S?K (27)
AP i
F=s P +(s—1)'T!—Em—-B(m"—m) (28)

T'he demand for forcign credit, or the net inflow of financial capital,
is clearly an excess demand not satisfied by internal sources. For
this reason, the widely-held hypothesis that capital movements are
basically speculative and effected through portfolio changes that
reflect expected interest-rate differentials is rejected. Moreover, since
long-term domestic and international inflation rates tend to converge,
and since these rates are necessarily incorporated into nominal
interest rates, the factor that determines net capital inflow will be
the difference between natural interest rates, or, in the last instance,
between expected rates of return on capital. Depending on these
differences, the country will or will not be a nect foreign borrower in
the long run (in the short run, its relative position may be changed
or even reversed due to monetary disturbances) .14

To complete the model, it is necessary to specify the supply
of foreign funds available to the country. Although the cconomy
is too small to modify international interest rates, it will not be
able to draw on a perfectly elastic supply of funds at the prevailing
world rate. Owing to the risk of lending to the country, the marginal
interest rate will be higher than the average, with the difference being
explained mainly by the leverage of the economy. The risk to the
lender will be a rising function of the net volume of indebtedness,
such that the supply function will be

K=K (r, _ f‘) (29)
c

where 7 is the nominal international interest rate, and [ stands
for the gross indebtedness of the economy. Alternatively, the interest
rate paid by the country at a given moment, ¥, can be said to

14 On this point, see the important study by Metzler, who bases his model on
the hypothesis that one country is backward relative to the other, i.e. that the
rate of return on capital is higher in the former than in the latter. L. A.
Metzler, “The Process of International Adjustment under Conditions of Full-
Employment: A Keynesian View,” in Readings in International Economics,
cd. R. E. Caves and H. G. Johnson (Homecwood: Richard D. Irwin, Inc. 1968) .,
pp. 465-86.
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be comprised of two elements: a rate that does not take risk into
account (r), and a risk premium associated with the net volume of
indebtedness (v) . That is,

F = B;‘ ]
r =r+v D—T y v >0 (30)

This supply curve can cventually limit the indebtedness of the
economy, for »* will rise with D until ¥ — nt > n and the cxcess
absorption that is one of the factors responsible for the debt disap-
pears. However, instead of considering what brings the economy to
this limit, we will assume that *¥ remains constant over the period
covered by the analysis; in other words, we will dcal with short-run
situations only.

Visually, the operation of thc system in the short run can be
depicted through adaptation of the previous figures. Thus, in the
upper part of figure 3, curves Z and ¥ reappear (the latter redefined

in [28]), together with an additional linc rj, which stands for a
given level of net indebtedness. According to one possibility, the
credit market will be in equilibrium at the international interest

rate ») (equal to the nominal domestic interest rate), excess absorp-
tion of goods OG, and net capital inflow HG, for a given rate of
growth of domestic credit, !> which determines the position of
curve F.

Quasi-equilibrium is defined as follows. At the intercst rate 1%

and inflation (international and domestic) x, = AB, excess ab.
sorption will be OG, because the real rate of interest on the
credit market, OA, will be lower than the natural rate a, which
is supposedly constant. Excess absorption OG may be financed either
by nct domestic credit (curve F) or by net capital inflows (HG
for a given rate of expansion of domestic credit). Foreign funds
will be allocated partly to financing excess expeditures OG, and partly
to fulfilling the replacement demand for money by thc private
sector (HO) .

Domestic equilibrium is at point M in the lower part of the
siune figure. Under thesc circumstances, the relative price W, will

15 So as to avoid any problems due to the scale of the figure, it will be
assumed that s = 1 throughout the rest of this section: thus, the mcasure in
the upper part of the figure will directly indicate the nct capital inflow (HG).
The multiplier s has no bcaring on the conclusions drawn. When discussing
the balance of payments, the scrvice account will not be taken into consideration.
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INTERNAL AND EXTERNAL EQUILIBRIUM UNDER
FIXED EXCHANGE RATES AND CAPITAL MOSBILITY

Figure 3

Z,F




lead to a trade deficit equal to excess absorption OG. The economy
will have an overall balance-of-payments surplus and a rate of
accumulation of reserves HO, a trade deficit OG, and a net capital
inflow HG. The balance-of-payments surplus is the outcome of an
excess demand (flow) for money which is not fully met by internal
credit. It is for this reason that Johnson contends that the monetarist
approach is a “money account” or reserve-flow theory, in which
what happens “above the line” in the balance of payments does not
matter.1¢

In this case, unlike that considered in the preceding section,
it cannot be argued that equilibrium depends on the balance-of-
payments surplus or its components being nil, since these are now
goals of economic policy. For the balance-of-payments surplus to
be nil, the monetary authorities would have to control the rate of
expansion of domestic credit in such a way that curve F passed
through point B, where the net capital inflow would exactly cover
the trade deficit. For each of the items in the balance of payments
to be nil, the authorities would have to free the domestic interest
rate from the international rate. Given perfect capital mobility,
this could only be done through interest-equalization taxes or other
rutioning measures. In other words, to attain equilibrium in the
balance of payments, it would be necessary to meet the flow demand
for money via domestic credit only.

The adjustment problems examined in the previous section can
also be viewed in the light of capital mobility. To recapitulate,
these problems are a change in the rate of expansion of domestic
credit, a foreign-exchange devaluation, a change in the international
interest rate, and a change in the world rate of inflation as it
affects the prices of tradables.

An increase in the rate of expansion of domestic credit, starting
from the equilibrium situation shown in figure 3, will have simple
repercussions. Curve F, will shift to the right (to F, for example)

and raise the amount of internal credit available. Since the nominal

interest rate is fixed at r;', there will be substitution between the

internal and external credit channeled to the private sector, nd
consequently a reduction in the net capital inflow. This may occur
almost instantaneously, such that credit sources change while hardly
affecting total credit flows. This type of substitution, emphasized

1¢ H. G. Johnson, “The Monctary Theory of Balancc of Payments Policies,”
in The Monetary Theory of the Balance of Payments, cd. J. Frenkel and H. G.
Johnson (Laondon: G. Allen & Unwin, 1976), pp. 262-84.
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by Sjaastad, '* has not been contemplated by the monetary approach,
which assumes that changes in the balance of payments are inevitably
preceded by disequilibria in the money market. In our model, a
change in domestic credit policy will not necessarily lead to dis-
equilibrium between the supply and demand for money, as long as
there is sufficient capital mobility or reasonable integration of the
domestic and international credit markets. Instead, the sole impact
of the policy change will be to influence the credit market directly
by means of substitution between the credit sources, and without
altering the total flow of available funds.

Regardless of the specification of aggregate demand, this substitu-
tion effect will explain the whole process, and there will be nn
way for monetary policy to affect expenditure, income, or balance-of-
trade flows. The adjustment will be realized through the recomposi-
tion of credit sources alone, without creating any disequilibria in
stocks. Despite retention of the proposition that domestic credit
policy can only modify the composition of the monetary base between
domestic and international assets, the mechanism through which
assets are reallocated is quite different from that described by the
monetary approach.

In the situation depicted in figure 38, the trade deficit will
still be OG, but since the net capital inflow will be only H'G,
the overall balance-of-payments deficit will he OH"’.

Turning to the case of a foreign-exchange devaluation, let us

assume initial equilibrium at interest 1‘{;, a trade deficit OG, a
balance-of-payments surplus HO, and a relative price W, (figure 3) .
A devaluation will immediately cause disequilibrium in the money
market, shifting curve F, to F, and raising capital inflows from
HG to JG in order to meet the excess demand for money. At the
same time, W, will fall (to W, for instance), thereby inducing a
substitution effect to the advantage ol nontradables that may be
favorable enough to turn the trade deficit into a surplus, as at
point N. Under these circumstances, the devaluation will improve
the balance-of-payments position from the commercial as well as the
financial side.

The stock disequilibrium in the money market may be offset at
once by capital inflows. Thus, F, will shift to F, then quickly
return to its former position. Due to the drop in the relative
price W, the markets for the two classes of goods will remain in
disequilibrium, and a temporary increase in the domestic rate of
inflation will therefore be required.

17 L. A. Sjaastad, “On the Monctary Theory of the Balance of Payments: An
Extension,” paper presented at the 6th Konstanz Seminar on Monctary Theory
and Policy, Konstanz, June 1975.
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The basic difference between these results and those in the
previous section is that the private sector will no longer need to
reduce its expenditure flow in order to acquire the additional
money it desires to bring the real value of its stock back to the
pre-devaluation level. Since the nominal interest rate remains
constant, the real money stock can be adjusted through importing
foreign capital. With respect to the market for goods, though there
will be no absorption effect, there will be a substitution effect in
favor of nontradables that will shift expenditures in their direction.
Given capital mobility, a devaluation should therefore exert less
impact on the balance of trade, but perhaps more impact on the
balance of payments as a whole. If the devaluation is meant to
correct trade disequilibria, capital mobility will limit its range to
a potential substitution — not always possible at short term
between the two classes of goods.

The effects described will clearly be temporary, for as capital
flows increase and as the trade deficit is reduced, the excess demand
for money will disappear, shifting F, back to F,. Moreover, due to
excess domestic demand, the rate of inflation on nontradables will
begin to rise, and W, will return to W,. That the eflect of devaluation
is transitory is therefore inevitable in a small open economy. It
should be remembered, however, that the monetary authorities are
enabled to increase their reserves curing the adjustment process.

At this point, it is easy to foresee the results of a change
in international credit terms. Let us assume that the nominal
interest rate goes from rj to r;, owing either to a change in the
world situation or to a modification in the net indebtedness of
the economy due to former capital surpluses. At the outset, the
rate of inflation is AB, the real interest rate OA, and the relative
price W, (figure 8) . The higher interest rate will lower the demand
for money and reduce expenditures, so that credit flows will be
brought into equilibrium with less capital entering from abroad
(PL) . Simultaneously, the reduction in expenditures will shrink
the trade deficit and create an excess supply in the domestic market,
thus forcing down the relative price. The deflationury pressure will
exist long enough to re.establish equilibrium in the market for
goods at point Af’°, where excess absorption OL will again equal
the trade deficit. Hence, a rise in the international interest rate
will ultimately reduce both balance-of-payments accounts, lower the
surplus to OP, and reduce the relative price between the classes of
goods .18

18 The same results could be produced by incans of a tax on capital movements
that raised the interest ratc on private borrowing frem abroad.

125



The process by which the economy imports inflation is quite
similar to that examined in the earlier section, as can be easily
deduced by the reader.

5 — The indexed exchange rate

Various economists have suggested that indexation (or ‘‘monetary
correction™, as it is known in Brazil) may he capable of eliminating
the risks associated with unexpected changes in price levels or in
the purchasing power of a given currency, and therefore of
minimizing the allocative and distributive effects of inflation. The
hypotheses underlying indexation are classic. On the one hand,
since money is considered neutral in the long run, indexation is
also held to be neutral and unable to affect the real equilibrium
of the economy due to the fact that it involves purely nominal
adjustments. On the other hand, changes in relative prices are
assumed to be incapable of generating inflation, which is viewed as
the result of monetary policy. Quite to the contrary, in the absence
of indexation, inflation may cause undesirable changes in relative
prices that could be avoided or at least reduced were monetary
correction introduced in certain strategic markets.

Although indexation can hasten or reduce the costs of adjust-
ment in given markets or in the economy as a whole, 1 we will
limit our analysis to monetary correction of the exchange rate.
The assumption that no other markets are subject to such correction
will allow us to focus more clearly on the case of an indexed
exchange market.

Fixed exchange rates are an international regime par excellence,
since all the economies that participate in the world market are
exposed to the same monetary and real changes that occur in it.
In the long run, each country should register a rate of inflation
close to the world rate, and, if financial capital is mobile, maintain
a nominal interest rate that is stable relative to the international
rate. Given the automatic adjustment mechanism inherent in the
system, fixed exchange rates therefore impose a sort of monetary
discipline on each economy in accord with its balance-of-payments
position and its international liquidity over time. It has been
widely recognized, especially since the work of Mundell 20 and others,

19 Since they are beyond the scope of this paper, the various advantages of
indexation will not be considered. For a discussion of thesc benefits, sce M.
Fricdman, Monetary Correction, Occasional Paper, n.° 41 (London: Institute
of Economic Affairs, 1974) .

20 R. A. Mundell, Intemational Economics (New York: MacMillan, 1968).
part 3; idem, Monelary Theory, part 2.
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that monetary policy cannot be manipulated independent of the
balance of payments, i.e. that it cannot be used to achieve internal
equilibrium.

Failure to obey the rules leads to occasional devaluations or
to the choice of another system. It may be that fixed exchange
rates have gradually been abandoned since World War II due not so
much to the fundamental disequilibrium admitted by the Internation-
al Monetary Fund, as (o monetary authorities using policy
instruments to attain internal equilibrium. In fact, the majority of
governments have not allowed the automatic adjustment mechanism
— summed up in the phrase that a deficit economy should contract
and a surplus economy should expand — to operate. Since contrac-
tion can mean unemployment and expansion may signify inflation
(in virtue of lags and the rigid response of nominal magnitudes,
mainly in wages and certain prices), governments tend to allow
external disequilibria to exist for fairly long periods so as not to
upset internal equilibrium or stability. This eventually forces them
to forsake the fixed exchange rate and temporarily realign their
rates.

It is even more difficult to adhere to the rules of this regime
in dependent economies, where the aim of domestic equilibrium
or stability is coupled with the goal of economic growth. To finance
growth, the monetary authorities generally accept a rate of inflation
that is higher than the world rate, and this acceptance eventually
leads to abandonment ol the fixed exchange rate. In this section,
it will be assumed that this is the case — in other words, that the
initial pressure to relinquish the system comes from within the eco-
nomy, and is only secondarily reinforced by pressure from without
(e.g. imported inflation) . This implies that the direction of
causality is essentially from domestic inflation to the exchange rate,
rather than from the exchange rate or international prices to domestic
inflation.

Once the economy has decided to accept a rate of inflation
that is higher than the world rate, it may realign domestic and
international prices via either a flexible exchange rate or foreign-
exchange indexation. In a way, automatic indexation under per-
sistent domestic inflation parallels a fixed exchange rate given
internal price stability. Indexation brings together characteristics
of flexible and fixed rates. Like the former, it breaks the tie
between domestic and world inflation; and like the latter, it
maintains the link between the balance of payments and the mone-
tary base. An indexed rate may thus be considered a special fixed
rate. Monetarily speaking, an indexed exchange rate, unlike a flexible
rate and a free exchange market, keeps the economy within the
international community. Hence, dependent economies may have
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opted for indexed rates instead of free exchange rates so as not
to lose a control and planning instrument, as well as to avoid

erratic fluctuations that would be detrimental to trade and capital
flows.

It must be remembered, however, that no foreign-exchange
system can bypass or eliminate adjustments related to real changes,
such as variations in the terms of trade, shifts in international
demand, changes in productivity or income levels, etc. What it can
do is ease or accelerate the adjustment process and diminish its
costs. As already pointed out, there are prime facie arguments in
favor of indexation in dependent economies. All that remains is to
determine whether, under specific conditions, this type of indexation
reduces the costs of adjustment.

As Friedman points out, it would be preferable to eliminate
the reasons for indexation since it is never cost free.2! This being
impossible, it is best to accept the system and strive to minimize
any undesirable effects. Moreover, there is an implicit trade-off
involved: the economy either pays more at present for adjusting to
the current international monetary situation and experiences lower
inflation in the future, or pays less now at the cost of higher
inflation later on. Exchange indexation, like indexation in general,
should be viewed from this perspective. If it succeeds in limiting
the repercussions of policy-induced monetary changes — expressed
in terms of alterations in the relative prices between “flexprice”
(nontradables) and “fixprice” (tradables) markets — it will con-
tribute to the real stability of the economy.

Given the point to which theory has developed, there is little
to be gained from setting criteria for an indexing system that in-
cludes the capital account, because there is no way to safely predict
the impact of indexation on interest rates and capital flows. This
is not to say that indexation does not affect the capital account,
but merely to say that its impact on this account will be left
outside the model and will be offset by other policy instruments,
if desirable. The question of indexation will therefore be examined
on the assumption that international capital is immobile, in which
case the balance of payments and the balance of trade are identical.

Formally, exchange indexation is based on a function that links
the rate of change in exchange rate g to a set of observable variables.
Once determined, this function serves as an automatic guideline for
the monetary authorities in their attempts to minimze the effects

of monetary disturbances and adjust the economy as quickly as
possible.

21 Friedman, Monetary Correction.
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In Brazil, two indexing criteria have been widely discussed.
One is based on the argument that the rate of devaluation should
maintain the balance of trade in equilibrium at all times. This
approach simulates a flexible exchange rate as set on a free market
without government intervention. Its success depends on accurate
knowledge of the general equilibrium system that determines the
exchange rate. Since such knowledge is in fact unobtainable, if
this criterion is chosen, it would be preferable to openly adopt a
flexible exchange rate, which would achieve the desired end more
efficiently than the monetary authorities.

This criterion having been rejected due to its being nonopera-
tional because of the difficulty of estimating the structural model
that describes the economy, a second alternative arises: the
purchasing-power parity theory developed by Cassell.?? According
to the absolute version of the parity theory, in the absence of
real changes in the economy, the long-term equilibrium exchange
rate will move toward the ratio between internal and external
general price levels; according to the relative version, starting from
initial equilibrium, the rate will vary with the relative change in
the two price levels. Under this criterion, the forementioned function
is specified as

g=7—7mx

where x is the rate of change in the general price level in the
country, and ‘X is the equivalent rate in the rest of the world or
in the representative sample of countries engaged in mutual trade.

The general price indices include both tradables and nontrad-
ables. Since the economy under analysis is small, the parity theory
will be simplified by replacing ® with Ty, the rate of change in
the prices of tradables in the rest of the world, so that

g=7—71 (32)

22 For an extensive theoretical and empirical evaluation of the parity theory,
consule L. H. Officer, “The Purchasing-Power Parity Theory of Exchange
Rates: A Review Article,” IMF Staff Papers 23 (March 1976): 1-60. Another
useful reference is L. B. Yeager, Intemnational Financial Relations (New York:
Harper and Row, 1976) . The problems conceming tbe choice of a representative
price index will not be covered here.

An intercsting exercise in simulating an equilibrium exchange rate for
Brazil (though in the context of partial equilibrium) was performed in order to
assess the parity theory; see A. C. Pastore, J. R. M. de Barros and D. Kadota,
“A Teoria da Paridade do Poder de Compra, Minidesvaloriza¢des e o Equilfbrio
na Balanga Comercial Brasileira,”” Pesquisa ¢ Plancjamento Econémico 6 (August
1976) : 287-312. In an earlier article, several of the points mentioned above
were considered in an analysis of the Brazilian minidevaluation policy: see
A. M. Silva, “Bases da Politica de Minidesvalorizacdo,” Estudos Econdmicos 6
(May 1976) : 97-112.
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- The basic difference between criteria (31) and (32) is that
whereas (32) guarantees that the relative price between nontradables
and tradables (W = Py/Pr) will remain constant, (31) allows
for the possibility of changes in this relative price. To confirm
this, let

14
W="N_TT"'N_;T_9 33)

since, under free-trade conditions, n, = %y 4 g. Substituting (32)
into (33), we find that x — =x,, and thus verify that the relative
price W will be stabilized. With respect to (81), let

x=ary+ (I —a) xr
T=ary+(I—28) 7r (34)
where a and @ stand for the share of nontradables in total ex-

penditures of the country and of the rest of the world, respectively.
Substituting in (31) and then (88) yields

LA 35)
{4 a

Due to the indexing procedure, the relative price will be
biased upward or downward, depending on whether the domestic rate
of inflation in the rest of the world is higher or lower than the
rate of inflation on tradables. In the first case, the indexing criterion
will underestimate the exchange adjustment required, and in the
second case will overestimate it. To avoid such biases, we shall
reject (831) in favor of (32), which stabilizes the relative price and
keeps monetary shocks (whether internal or external) from distorting
the allocation of expenditure and real resources between' the domestic
and international sectors.

Once it is assured that there will be no changes in relative
price W, a single general price level and a single rate of inflation
can be defined for the economy:

r=xy=xr=%p+9¢ (36)

The complete model, on the hypothesis W W, may now
be presented as follows.
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Credit market:

Zr—E)+Em+olje) —m=su L

P
T neen B@ W) a8
Market for goods:
Zy(Z,Wy) =0 @37
Expected inflation:
E =E [x(t)] (15)

Price and balance-of-payments adjustments:

x = E +2\Zx (2, W,) (172)
Bf 1
5 =~ Ty T @ W (4a)

Assuming that relative price W, has been stabilized at the
level that brings the markets for goods to equilibrium when excess
absorption Z = 0, the operation of the system can be visualized
with the aid of figure 4. Quasi-equilibrium, for a rate of inter-
national inflation xy and a rate of expansion of domestic credit
uP, will occur when curve F crosses the vertical axis at point B,
thereby determining a real interest rate OA4, a nominal rate
OB = OA 4 4B, and a real and expected rate of inflation AB.
Under these conditions, Z — 0, and the relative price between the
two classes of goods (and hence the balance of payments) will
be at equilibrium. In order to sustain a rate of inflation x, — AB,
the rate of growth of domestic credit will have to be

D 7o
Bp = 38
1—c ( )

Starting from the situation described, an increase in the rate
of monetary expansion will temporarily shift F, to F;, and thus
lower the expected real interest rate to point j (figure 4), which
corresponds to excess absorption OG. The resulting excess demand
for both classes of goods will lead to a higher domestic rate of
inflation and a larger trade deficit. However, since relative price
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ADJUSTMENT OF THE ECONOMY TO AN INDEXED

EXCHANGE RATE

Figure 4

Z,F
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W, will be unable to adjust due to the fact that any increase in the
domestic rate of inflation is automatically offset by a stronger de-
valuation, neither expenditures nor factors will be transferred from
one sector to the other. Thus, the only way for the system to return
to equilibrium will be to eliminate excess absorption OG.

The adjustment of the economy can be explained as a Wicksel-
lian cumulative process. Initially, the rise in the rate of monetary
expansion will lower the expected real rate of interest. This, in
turn, will generate excess expenditures on goods and services which
will result in a higher rate of inflation and a balance-of-payments
deficit. Excess absorption OG will be gradually eliminated by two
phenomena that will reverse the cumulative process. On the one
hand, the increase in the domestic rate of inflation will comprise
an internal drain on the credit market, pushing the real flow supply
of credit down for the same rate of change in the nominal supply.
On the other hand, there will be an external drain via the balance
of payments, which, by absorbing money, will reduce the rate of
growth of the monetary base to below the rate of expansion of
domestic credit at the same rate of inflation. This phenomenon is
illustrated by the equation describing the change in the real money
supply over time:

L~ up— ey (39)

As figure 5 shows, the rate of change in the real money supply
will immediately shift from zero to the new level set by the monetary
authorities. Then begin the internal and external drains. The
rate of inflation starts to climb and raises expected inflation.
The excess demand for tradables leads to a trade deficit and a
loss of reserves. In response, curve F, moves in the direction of
F, and eventually passes this point (figure 4) .

At the new equilibrium, the economy will experience a higher
rate of inflation (4B’ for instance) in accord with the new rate
of monetary expansion:

x = pp (I;—¢), &; < ¢ (40)

In the meantime, in virtue of the external drain via the balance
of payments, there will be a substitution of domestic assets for
reserves in the monetary base, so that the domestic rate of inflation
will rise less than the rate of expansion of domestic credit. Turning
back to equation (39) and thinking in terms of restoring the
economy to equilibrium, one is led to ask about the relative impor-
tance of adjusting the rate of inflation (internal drain) and the
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Figure 5
TIME PATHS OF-THE RATE OF CHANGE IN THE REAL MONEY SUPPLY

AND IN THE RATE OF INFLATION
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deficit (external drain) . In other words, to what point should
the real money supply be adjusted through the nominal supply,
and to what point through the price level? To answer this question,
three factors must be taken into account: the degree of openness
of the economy, the velocity of adjustment of the domestic rate of
inflation to excess demand, and the velocity of adjustment of ex-
pectations concerning inflation.

The degree of openness of the economy, measured by the share
of tradables in total expenditures, is important because it shows
how the excess demand generated by domestic credit policy will be
divided between tradables and nontradables. The higher the degree
of openness, the greater the extent to which the adjusiment will
be directed to the balance of payments and the nominal quantity of
money. The velocity of adjustment of the rate of inflation, repre-
sented by A, indicates how soon excess domestic demand will raise
inflation and subsequently erode the real flow of credit and money.
The higher this velocity, the greater the degree to which the adjust-
ment should affect the price level. Finally, since the rate of inflation
is partly conditioned by expectations, equation (I17a) makes it
clear that the extent to which the adjustment affects the price
level will also depend on the pace at which these expectations
change.

An important implication of the above is that, unlike the
quantitative theory models for closed economies, our model for an
open economy does not require that the path of inflation overshoot
its new equilibrium level during the adjustment period. This will
depend, instead, on the relative importance of the balance-of-
payments adjustment. In addition, since the private sector has
another means of adjusting its real money supply, an open economy
may reach its new quasi-equilibrium in less time. Two typical
paths of inflation are depicted in figure 5. Path A4 is what ought
to be expected in a closed economy: the larger part of the curve
is over the new equilibrium level x,;.2?® This could but will not
necessarily be the case in an open economy. If the external drain
is sufficient, the path could be B or anywhere between 4 and B,
with the rate of inflation approaching the new equilibrium asymp-
totically. This second equilibrium will be lower than that corres.
ponding to the new rate of expansion of domestic credit, i.e.
(I — cy)py - The only restriction is that the real money supply
will now be smaller, as indicated by the area beneath curve nt/m
being larger than the part above it.

28 This is being disregarded due to the fact that in a closed economy the
equilibrium rate of inflation is over .
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Another salient feature of an indexed exchange rate is that it
shelters the domestic economy from monetary disturbances from
abroad which are reflected in changes in the international rate of
inflation. Any alteration in this rate (represented here by the
rate of inflation on tradables) is automatically countered by a
change of the same magnitude in the rate of devaluation. Thus, the
indexing procedure analyzed protects the economy from monetary
shocks of external origin, as well as from internally-generated dis-
turbances and the accompanying distortions in the allocation of
factors and resources between the domestic and international sectors.

If an economy refuses to accept the discipline of a fixed ex-
change rate and align its rate of inflation with the world rate,
an indexed exchange system may be preferable to a fixed or flexible
system. Nonetheless, given the limitations of indexing itself, it
should be borne in mind that the model presented is purely mone-
tary. Nothing can keep real changes, whether indepcendent or induced,
from altering the equilibrium relative price (W,). Even if the
monetary authorities initially set this price at the equilibrium level,
how will they respond to a real change that permanently modifies
it? This appears to be one of the major problems in any indexing
scheme — how to reconcile it to relative price changes that are
essentially equilibrating.

To illustrate this problem, suppose that demand turns in favor
of tradables, so that curves Zy and Z; shift downward to establish
a new equilibrium relative price W, < W, (figure 4) . This will
generate a balance-of-payments deficit and deflationary pressure on
the domestic market. However, since indexation will prevent W,
from changing, the disequilibrium will tend to persist. As a result,
curve F will keep shifting to the left as long as the deficit exists,
an the adjustment will be made at a higher real interest rate but
with insufficient global absorption. Eventually, the balance of trade
will momentarily reach equilibrium at point L, but since the defla-
tionary trend will continue in the system, point L will not be
maintained. Whereas deflationary pressure will force the economy
to the left of L, the surplus will push it to the right. Thus, in
the absence of other measures, the economy will fluctuate around L
or move to the left indefinitely.2

2¢ On the one hand, if the monetary authorities try to halt the deflationary
trend by expanding credit, the economy may shift to point M, but with a
deficit in the balance of payments. There will continue to be an inconsistency
between internal and external equilibrium, and a stop-go monetary policy may
be adopted. On the other hand, it may prove possible to solve the problem
via trade policy (forcing the relative price down by erecting a trade barrier,
for instance). However, this involves instruments that have no relation to
indexation.
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Unless indexation is temporarily abandoned in order to allow for
the downward adjustment of W, it will be impossible to simultane-
ously achieve balance-of-payments and domestic equilibrium. This
inconsistency underlines the fact that, in a general-equilibrium
system, setting a relative price out of equilibrium prevents the system
as a whole from reaching equilibrium. Whereas a fixed exchange
rate stabilizes the price of tradables (the exchange rate) and leaves
that of nontradables free to adjust, a flexible rate sets the price of
nontradables and leaves that of tradables (the exchange rate) free
to adjust. Hence, both systems stabilize an absolute price (or its
rate of change) which is a nominal magnitude. In contrast, an
indexed rate sets a relative price, and is therefore subject to problems
in case of real changes.

In sum, the analysis suggests that an indexed 'exchange rate
not only protects the system from both internal and external mone-
tary shocks, but that it probably reduces the time and costs of
adjustment. It is characterized, however, by a rigidity in relative
prices that may prevent complete equilibrium from being reached
in the event of real changes. The subsequent policy impasse arising
from the impossibility of using monetary instruments to attend to
both internal and external disequilibria may have to be overcome
via relinquishment of the indexed rate.

This shortcoming does not invalidate exchange indexation for
the type of economy described. If the most important and most
frequent disturbances to which the economy is subject are monetary
in nature, and if the real changes are linked to structural factors
(a hypothesis that appears to underlie many quantitative theory
arguments), an indexed rate may be the most efficient. However,
should real changes be frequent and significant and thercfore neces-
sitate constant changes in relative prices, the benefits of indexation
become questionable.
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Unplanned settlement in the Amazon
region *

Jean Hébette *®
Rosa E. Acevedo Marin *®

1 — Introduction

This article examines certain aspects of the government policy
related to the settlement of the Amazon. It is based on a year and
a half of field work on sertlement, generally unplanned, along the
Belém—Brasflia highway. The study covers 52 municipios in the fol-
lowing microregions: Bragantina (Pard), Imperatriz (Maranhio),
far northern Goids, the lower Araguaia (Goids), the mid-Tocan-
tins-Araguaia (Goids), and the municipio of Ceres (Goiiss), taking
into account unplanned and occasional planned colonization in an
area totaling 206 thousand square kilometers. The conclusions rest
mainly on personal observation and first-hand material. Even so,
coupled with direct and indirect (though at times more superficial)
knowledge of other parts of the Amazon, they allow for hypathet-
ical genecralizations that might serve as the basis for further debate.

From the empirical standpoint, maximum care was taken to
utilize the most complete data possible and to ayoid drawing a
priori conclusions. In this respect, the major obstacle encountered
in studies such as ours is limited access to certain sources of infor-
mation. As a result of our efforts, we hope to have overcome some
errors or gaps in information and to have corrected some previous
misinterpretations.

® This study was sponsored by the Ministério da Educagio ¢ Cultura;: the
Univertidade Federal do Pard, IPEA and the Ford Foundation.

®¢ Universidade Federal do Pari.
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2 — Settlement and land distribution

The issue under scrutiny is government policy concerning the settle-
ment of the Amazon, specifically the so-called “spontaneous” or
“unplanned” colonization along the Belém—Brasilia highway. In
fact, planned and unplanned settlement are not thouroughly dis-
tinct, with one characterized by outside intervention (government
or private) and the other free thereof. The difference refers to the
timing and intensity of government action. Recent experience along
the Transamazon and Belém—Brasilia highways furnishes examples
of the two types, respectively. Planned settlement, like that observed
along the Transamazon, is marked by direct government initiative.
Such initiative is generally taken in order to open a new region,
and involves choices regarding the area to be occupied (the loca-
tion, size, surveying and distribution of plots, as well as the location
of housing), the individuals or groups to be encouraged to move
to the region, the type of economic activites to be conducted, etc.

In the case of unplanned settlement, these decisions are left
to the colonists. Outside influence becomes only gradually apparent
and tends to be sporadic and less organized. Even so, unplanned
settlement is subject to overall regional and national integration
policies. Land statutes, for instance, affect the settler from the time
he first migrates until he opts to remain at his new destination or
is pushed farther onward. Transport and communications networks
also exert an indirect impact. Other policies (e. g. land-distribution,
agricultural, and credit policies) have a direct influence which be-
comes increasingly evident as the new frontiers are integrated into
the national economy. In this study, the focus will be on the impact
of some of these policies on the migrant population.

Land distribution is one of the key factors, though hardly the
single cause, underlying the problems that afflict the agricultural
sector. When analyzed in terms of its effects over time, it is an
excellent indicator of the trends and eventual impact of the policies
adopted at different points in history.

The land-distribution patterns in the 53 municipios studied
in the area of the Belém—Brasilia highway vary widely from region
to region and with socio-economic background. These patterns have
been grouped into four classes designated as “highly concentrated”,
“concentrated”, “fragmented” and “highly fragmented”. The char-
acteristics of each class are indicated in tables 1 to 5, which give
the land-distribution figures and the corresponding Lorenz curves
for five representative municipios.
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Table 1

Rural Holdings by Size Class: Municipio of Araguatins, Goids, 1976

Number of Area in Size Class
Holdings (Hcctares)
Size Class
(Hectares) Aveorage
Total % Toltal per %

Holding
< 2 3 .19 3 1 .00
2 - 5 18 1.12 64 3 .01
5 | 10 18 1.12 140 7 .02
10 25 181 11.27 3 661 20 .41
25 50 373 23.23 15 482 41 1.73
50 100 357 22.23 28 709 80 3.21
100 f- 200 265 16.50 37 054 139 4.14
200 - 500 244 15.19 80 716 330 9.03
500 +~ 1000 53 3.30 40.583 765 4.54
1000 - 2000 37 2.30 53 220 1 438 5.95
2 000 - 5 000 41 2.55 121 224 2 956 13.56
5 000 | 10 000 4 .25 31 222 7 805 3.49
210 000 12 .75 481 912 40 159 53.91
Total 1 606 100.00 893 990 556 100.00

Source: Instituto Nacional de Cclonizacdo e Reforma Apgrdria (INCRA).
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Table 2

Rural Holdings by Size Class: Municipio of Guarai, Goids, 1976

Number of Aren in Size Class
Holdings (Heetarcs)
Size Class
{Hoctares) Average
Total % Total per %

Holding
< 2 0 .00 0 0 .00
2 5 0 00 0 0 .00
5 |- 10 4 .47 30 7 .01
10 + 25 19 2.24 371 19 .11
25 50 82 9.68 2 884 35 .85
50 100 126 14.88 8 858 70 2.61
100 200 235 27.74 32 727 139 9.65
200 500 232 27.39 69 841 301 20.60
500 ~ 1 000 81 9.56 55 990 G691 16.51
1 000 - 2 000 48 5.43 61 705 1 341 18.20
2 000 - 5 000 17 2.01 55 065 3 239 16 24
5 (000 - 10 000 4 .47 33 247 8 311 9.80
210 000 1 .12 18 392 18 392 5.42
Total 847 100.00 339 113 400 100.00

Source: INCRA.
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Table 3

Rural Holdings by Size Class: Municipio of Santa Izabel do Pavd,

Pard, 1976
Number of Area in Size Class
Holdings (Hectares)
Size Class
([Tectares) Average
Total % Total per LA
Holding
< 2 13 1.27 13 1 .02
2 |- 5 56 5.46 159 2 .29
5 42 42 4.10 76 6 .50
10 |- 25 444 43.32 8 301 18 15.00
25 |- 50 283 27.61 8] 506G 30 15.37
50 100 96 9.37 6 362 66 11.49
100 200 46 4.49 6 312 137 11.41
200 -~ 500 28 2.73 8 820 315 15.94
500 |- 1 000 12 1.17 8 084 673 14.61
1000 - 2000 3 .29 3 327 1109 6.01
2 000 —~ 5 000 2 .19 9 178 2 589 9.36
5 000 +— 10 000 0 .00 0 0 .00
>10 000 0 .00 0 0 .00
Total 1 025 100.00 55 338 53 100.00
Source: INCRA.
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Table 4

Rural Holdings by Size Class: Municipio of Igarapé-A¢u, Pard, 1976

Number of Aroa in Size Class
Holdings (Hectares)
Size Class
(Hectares) Average
Total % Total por %

Holding
< 2 4 .37 3 0 .00
2 |- 5 7 .85 14 2 .03
5 | 10 9 83 59 6 13
10 25 85 7 .84 1 701 20 3.71
25 50 703 64.85 18 028 25 39.36
50 100 204 18 .82 11 993 38 26.18
100 |- 200 56 5.17 0 943 123 15.16
200 |~ 500 13 1.20 3 682 283 8.04
500 ~ 1 000 2 .18 1 446 723 3.16
1 000 +~ 2 000 1 .09 1 936 1 936 4.23
2 000 ~ 5 000 0 00 0 0 .00
5 000 + 10 000 0 00 0 0 00
>10 000 0 00 0 0 00
Total 1 804 100.00 45 805 42 100.00

Source: INCRA.
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Table 5

Rural Holdings by Size Class: Municipio of Santa Maria do Pard,

Pard, 1976
Number of Area in Size Class
Holdings (Hectares)
Size Class
(Hectares) Average
Total % Total per %%
Holding
< 2 0 .00 0 0 .00
2 5 7 .96 17 2 .08
5 10 4 .88 23 5 .09
10 + 25 20 2.74 373 18 1.40
25 - 50 503 69.00 12 758 25 47.89
50 100 160 21.95 8 995 56 33.76
100 + 200 32 4.39 3 740 116 14.04
200 500 3 .41 734 244 2.76
500 - 1 000 0 .00 0 0 .00
1 000 - 2 000 0 .00 0 0 .00
2 000 - 5 000 0 .00 0 0 .09
5 000 - 10 000 0 .00 0 0 .00
>10 000 0 .00 0 0 .00
Total 729 100.00 26.640 36 100.00
Source: INCRA.
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A municipio falls into the highly concentrated class if 509, of
the land occupied belongs to holdings having one thousand or more
hectares and to less than 209, of the property-owners. Holdings of
over 10 thousand hectares exist, and the average is 400 hectares
(table 1). In the concentrated class are those municipios in which
holdings of more than one thousand hectares account for 30 to 509,
of the area settled, and the average size ranges from 100 to 400
hectares (table 2). The fragmented class includes municipios where
759%, of the landowners retain 30 to 509, of the area occupied in
the form of plots having 10 to 100 hectares. Less than 209, of the
land belongs to holdings of over one thousand hectares, and the
average size is 50 to 75 hectares (table 3). In the highly fragmented
class, over 509, of the land settled is distributed among more than
859, of the property-holders in plots of 10 to 100 hectares. Less
than 109, forms part of holdings with more than one thousand
hectares, and the average size is approximately 50 hectares (tables
4 and 5).

The differences in the land-distribution patterns reveal that un-
planned settlement favors the latifundio, whereas planned coloni-
2ation is partial to the minifundio. Nearly all the municipios in
Goids and Maranhdo, where unplanned settlement dominated, are
in the highly concentrated or concentrated classes. Moreover, there
is a marked trend toward even larger holdings not only in the mu-
nicipios characterized by latifundia traditionally engaged in live-
stock activities (which comprise the majority), but also in those
that were practically unsettled until the sizable in-migrations of the
last two decades. In contrast, most of the municipios in Bragantina
(Pard), as well as the municipio of Ceres (Goiis), belong to the
fragmented or highly fragmented classes. Significantly, these were
settled under government programs.

Despite the fact that the settlement of Bragantina goes back a
century, the land-distribution pattern of the region has changed
little; and unlike the trend observed in Goids and Maranhio, until
recently the tendency has been to divide properties among heirs
rather than to group them into larger holdings. In only two muni-
cipios — Braganca and Sio Miguel do Guam4, whose agrarian struc-
tures date from colonial times and are therefore the outcome of the
sesmarias — are holdings of a thousand, or even 500, hectares com-
mon.

The land-distribution patterns along the Belém—Brasilia continue
to reflect historico-institutional forces. Small family farms are still
the norm in areas settled under colonization schemes, and large
holdings still the standard in regions occupied in colonial times or
recently without specific orientation.
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3 — Settlement and employment

Where planned colonization has prevailed, the small plots (25-50
hectares) have proven able to support the population only up to
the second or third generation, when the working-age youth move to
the urban centers. Plots of this size can do no more than offer
new families a subsistence living. Knowing that large families are
the rule in the rural environment (over five children per family in
our sample), and assuming that traditional techniques continue
to be used, the plot becomes too small in the space of a generation.

The municipio of Ceres, which corresponds to an agricultural
colony established in 1941 in the midst of near virgin forestland,
had 29.5 thousand inhabitants in 1950 and 42.8 thousand in I1960.
However, by 1970 the figure had dropped to 39.5 thousand, with
the overall decrease being 7.8%, and the farm-population decrease
21.49, during the intercensal period. With regard to Bragantina,
the 1940 census points to such a strong dwindling of the population
that the reliability of the information is placed in doubt. While
there was certainly marked rural out-migration, return migration
to the Northeast must also be taken into account. Between 1960 and
1970, the rural population grew only 15.69%,. Since the natural
growth rate was considerably higher, net rural out-migration was
clearly significant. At least half of the microregional growth favored
the urban center of Castanhal, whose population increased 1529,
over this 10-year period. The primary sector continued to engage
the same number of workers in absolute terms, but its share of total
employment diminished roughly 109, despite the fact that relatively
few new urban job opportunities were created. This indicates that
the land is simply unable to support population increases under
existing technological conditions, and that many therefore abandon
farming. This conclusion is confirmed by a questionnaire distribu-
ted in 1976 in the rural and suburban areas of the municipio of
Castanhal. Of the 83 persons interviewed, 45 had first worked in
agriculture as landowners, squatters or hired hands. Of these, in
turn, only 32 had remained in the agricultural sector. Since four
had shifted from other activities to farming, the net sectoral outflow
was around 209,.

It must be stressed that most of the workers in the region merely
survive at an extremely low economic level. Despite government
goals, the standard of living has not been raised, and sufficient
health care, education and technical training have not been pro-
vided. Moreover, in both Ceres and Bragantina the plots have proven
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too small to hold the population to the land. Relevantly, the family
units along the Transamazon highway have been raised to 100
hectares.

Where unplanned settlement was the norm, the rural exodus
has resulted from the concentration of Iand and the expansion of
latifundia. The intensive in-migration of the late fifties and early
sixties has given way to out-migration. Between 1960 and 1970, the
populations of Imperatriz and the lower Araguaia more than
doubled, while those of far northern Goids and the mid-Tocantins—
Araguaia increased by just over 60%,. Initially, free access to pre-
viously uncultivated land allowed these migrants to maintain sub-
sistence farms. However, the lack of effective guarantees soon led to
these farms being overtaken by latifundia.

The municipio of Imperatriz, for example, was essentially com-
prised of uninhabited virgin forest until the opening of the Belém—
Brasilia highway. In 1972, the private property registered by
INCRA1 totaled 1.4 million hectares — more than the actual area
of the municipio (13.4 thousand square kilometers). Of the 3.3
thousand holdings listed, the 23 that had five thousand or more
hectares accounted for 488.6 thousand hectares and generally be-
longed to individuals from outside the region. Although the deeds
had still not been recorded at the time, these holdings are closed
to third parties. In the absence of adequate measures, such concen-
tration is sometimes effected against the law and even against the
Constitution. For example, by means of false deeds, areas of over
three thousand hectares are appropriated by foreigners without the
required Senate approval. Another practice is for a single owner
to register a series of holdings of just under three thousand hectares
each in the names of other family members.

Besides making the land inaccessible to others, the process of
concentration frequently leads to systematic eviction of the previous
occupants, in most cases the original settlers. The only way to avoid
the resulting conflicts, insecurity and deaths would be to enact and
immediately enforce preventive measures. Although these events
are public knowledge, it is difficult to attenuate the situation to
the extent that the policies are influenced by those who would be
prejudiced by changes in the current practice. As long as 15 years
ago, SPVEA 2 alerted policymakers to the need for guidelines and
control measures. Thus, the above mentioned occurrences cannot
be imputed to surprise or want of foresight, but to lack of planning.

1 Instituto Nacional de Colonizacio e Reforma Agriria (INCRA).

2 Superintendéncia para a Valorizacio Econémica da Amazdnia (SPVEA) .
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Whether violent or pacific, the expulsion of small-scale farmers
creates problems for them and for the region. Those forced to move
either (1) migrate to other rural areas, (2) seek wage work on
large holdings, generally as contracted hands, or (3) move to urban
centers in the same or other regions.

Rural-rural migration is only a solution when there is a chance
for permanent settlement at the new destination. Otherwise it leads
to chronic moves along migratory routes such as the one from the
Itapecuru, Mearim and Pindaré valleys to the Tocantins valley
(Imperatriz and far northern Goids) and hence to the left bank
of the Araguaia and the Transamazon highway. Moreover, the cur-
rent settlers are often displaced by the new arrivals. For all con-
cerned, migration means loss of land, abandonment of shelter, sale
of livestock, payment of transport, and a period without income.

For the hired hand, wage work on a cattle ranch signifies ex-
ploitation and an insecure future. He is only needed during the
year or two that it takes to clear the land and plant rice, corn and
hay. Once the artificial pasture has been formed, the ranch requires
no more than two or three herdsmen per thousand hectares, so the
migrant is pushed his nomadic way. The agricultural worker em-
ployed on a crop farm, a pepper plantation, or an experimental
rubber plantation in Bragantina is in a better position. There is
a possibility of his staying in the same place and of familiarizing
himself with crops and methods that he may eventually turn to
his own account, as observed among the pepper workers in the area
of Tomé-Agu. This alternative would be even more attractive were
wages to correspond to the high profits derived from these under-
takings.

Migration to a medium-size or large urban center is often the
only way to escape a nomadic life and obtain the minimum advan-
tages of modernization, such as schooling, medical care and public
transportation. This explains the swelling of the towns along the
highways. The urban population of Imperatriz, for example, climbed
from nine thousand inhabitants in 1960 to 34.7 thousand in 1970,
and this figure has now more than doubled. Over the same period,
the population of Araguaina rose from 2.4 to 17.5 thousand, that
of Gurupi from 12.0 to 24.6 thousand, and that of Castanhal
from 10.2 to 25.8 thousand inhabitants. Throughout the region,
urban population growth has far surpassed total population growth.
It is questionable, however, whether these numerous new arrivals
are truly “urban” residents. They live in the outskirts where infra-
structure is minimal, social services limited, and job opportuni-
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ties insufficient {except for a few towns in Bragantina, mainly Cas-
tanhal and Capanema, where industry is better prepared to receive
those expelled from the agricultural sector).

In the locational decisions of firms, the financial factor gen.
erally outweighs the raw-material and labor factors. The raw ma-
terial receives minimum processing in the region. Most of the rice
grown along the Belém—Brasilia, for instance, is exported unhulled
to Andpolis and the Center-South; timber is simply cut and shipped
in the form of logs; part of the mallows raised in Bragantina leave
the region completely uncured. There are exceptions. The location
of the cement plant in Capanema was determined by the proximity
of limestone deposits, and the meat-processing plant in Araguaina
makes use of local manpower. Since the rice-processing facilities in
Gurupi utilize capital-intensive techniques, relatively few job op-
portunities exist; in order to benefit from tax exemption and mas-
sive SUDAM fiscal incentives (Cr$ 86.5 million), the firm had to
be located in Amazbnia Legal, but the owners chose the southern-
most site, nearest to Goiiania, where they reside and where the ad-
ministrative activities are conducted.

The process of urbanization opens new employment opportuni-
ties, but due to lack of skills and formal education, the rural mi-
grant is barred entry. Hence, the administrators, bankers, and mem-
bers of the liberal professions come from the capitals, and their as-
sistants from among youth with high-school educations. Typically
urban commercial establishments (supermarkets, department stores,
appliance and furniture shops) are staffed by clerks who have com-
pleted their primary schooling. Only public works (federal, state
or municipal) simultaneously provide opportunities for skilled,
semi-skilled and unskilled labor. Unfortunately, even governments
are apt to hire outside manpower for the construction of roads,
urban infra-structure, and public buildings. This is the case of
the private firm contracted to maintain the Belém—Brasilia highway;
since its headquarters are located outside the region, it gives prefer-
ence to workers from other areas.

The outcome is a low-wage, low-productivity craft and service
sector comprised of self-employed workers with neither fixed capital
nor financial resources. Even when they earn wages, they do not
enjoy social-security benefits because they do not have signed work-
ing papers. They find their customers mainly among their own in
the suburbs and rural areas, and secondarily among the rising urban
middle class until it organizes higher-quality capitalized service
establishments. This transitional phase having been passed, only
household servants continue to find regular work in the urban cen-
ters proper. Besides personal services, these low-wage tertiary workers
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are engaged in residential construction (masons, plasterers, painters,
carpenters, cabinetmakers), crafts (clothing and furnituremaking),
or small-scale merchandising (stalls that sell food staples, kerosene,
items for personal hygiene).

This is illustrated by the answers to the questionnaires dis-
tributed to 600 heads-of-household in Castanhal, Imperatriz and
Araguaina. Three hundred and twenty-four first worked in agricul-
ture: 73 as landowners, 190 as squatters and 61 as hired hands,
with the proportion of landowners being higher in Castanhal than
in the other munecipios. At present, only 229 are engaged in agri-
culture — 204 of the original 324 plus 25 who were initially em-
ployed in other activities. Thus, 120 persons left the sector while
only 25 entered. This represents an overall net loss of 37%, dis
tributed as follows: 299, in Castanhal, 409, in Imperatriz and 35%,
in Araguafna. The percentages are high, and indications are that
the trend is rising.

The present occupations of those pushed out of agriculture are
revealing. Fifty were engaged in commercial activities: 41 stall-
keepers, five traveling salesmen, and one canteen owner (only three
have achieved the higher status of operators of medium-size establish-
ments) . Sixteen entered construction as masons, carpenters or as-
sistants. Five render personal services: a cook. a washerwoman, a
guard, a shoemaker and a tailor. Five were chauffeurs. Only three
of those interviewed were specialized and perhaps employed in in-
dustry: a lathe operator, a mechanic and a machinist. At the timz
of the survey, eight were unemployed and four were retired.?

Thus, the majority of these onetime agricultural workers trans-
ferred from specialized (albeit low-productivity) activities to un-
skilled employment in an artificial, already saturated service sector.
Under these circumstances, rural-urban migration benefits neither
the individual nor society at large. The solution may lie in strength-
ening the agricultural sector technically and economically so as
to discourage rural out-migration and balance the devclopment of
the urban tertiary sector in the settlement regions. At the same
time, industrialization via small and medium-size firms should be
fostered.

[t is important to emphasize that the employment situation
described applies not only to those who were originally farmers,
but to all who were interviewed. Only time will tell whether the

A 1In addition te requiring na specific skills, the majority of the occupations
listed allow the individual ta reeain his independence and are in accord with the
poer health common amang thase wha have warked an farms for 20 ta 30
years (malaria, rheumatism, physical exhaustion) .
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phase is passing and at the sacrifice of a single generation, or
a lasting structural feature likely to affect the professional oppor-
tunities of the children of thc migrant settlers.

4 — The feasibility of small-scale agriculture

Closely linked to the social questions discussed above are the eco-
nomic problems of productivity, profitability and soil protection. In
the Amazon region, the productivity of farming and livestock activities
is known to be very low at both the micro- and macro-economic
levels, for the individual producer and the sector as a whole. As
already pointed out until recently, most of the holdings in the
area crossed by the Belém—Brasilia highway were either minifundia
(subsistence firms) or latifundia (cattle ranches), and nonproduc-
tive in either case. Over the last few years, regional agricultural
policy has therefore aimed to promote medium-size undertakings.
This has been the thrust of the fiscal-incentive programs.

There are, however, circumstances under which the small-scale
farm is feasible. This is proven by the success of the Japanese im-
migrants, and of those who followed their steps, in planting pepper.
Another example is provided by the truck farms located around
the large urban centers. Gurupi, a small private settlement in the
municipio of Imperatriz, manages to send one thousand crates of
tomatoes to Belém per week. One of the factors that makes pepper
highly profitable is the price it commands on the international
market. In contrast, subsistence items are sold on the domestic
market at prices that do not even keep pace with inflation. As a
farmer from Bragantina observed, one trades a sack of manioc
{lour for a kilo of coffee (or three kilos of pepper).

The relative profitability of different crops is usually calculated
on the basis of terms of trade expressed in prices. However, this
micro-economic indicator does not reflect the social importance of
individual products, and, as economic history attests, prices can
be manipulated. Paradoxically, the unprofitability of subsistence
crops is due to their forming the dietary basis of the rural popu-
lation and the greater part of the urban population. Manioc, rice
and fruit in Belém — corn, rice and {ruit in Goids — all are retailed
at low prices, with the producers receiving very little and only the
more important intermediaries enjoying reasonable financial returns.
In turn, the low prices of subsistence items exert downward pres-
sure on wages in industry, commerce, administration and other ser-
vices.
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The rising importance of small-scale agriculture, at the regional
as well as the national level, is indicated by the data gathered by
Ribeiro. Whereas the share of Maranhio and Goids in domestic
rice production has increased, that of the states in the South and
Center-South has decreased. At the same time, the quantity grown
n the Northeast, with the exception of Bahia, has diminished. The
share of Maranhdo in domestic rice output rose from 5.7%, in
1960 to 8.99, in 1970, despite the fact that the state population
dropped from 3.5 to 3.8, of the national population. Goids, which
produced 15.19, of the total in 1960, answered for 16.1%, by the
end of the decade. Significantly, it is the colonization areas, speci-
fically the small farms, that are responsible for this growth in out-
put. The owners of the larger holdings generally prefer cattle
ranching, which is more financially attractive. Over the same period,
the contribution of Minas Gerais to total rice production fell from
19.6 to 15.4%,. and that of Sdo Paulo (where the population grew
twice as fast as rice production) from 19.2 to 14.0%,. The farmers
of Rio Grande do Sul and Parand have increasingly come to prefer
soy and wheat, the former because of favorable international prices
and the latter owing to government subsidies aimed at reducing
wheat imports and stemming foreign-exchange outflows. From a
macro-economic standpoint, the importance of subsistence crops is
obvious, especially in an economy that is developing via accelerated
industrialization.

Thus, until it is proven that entrepreneurs are truly interested
in cultivating basic crops in the colonization areas, it might be best
to support small-scale agriculture for two reasons. Firstly, what would
happen if the increase in food production failed to accompany demo-
graphic growth during a world food crisis? Secondly, small-scale
farmers and their families comprise an important part of the Bra-
zilian population, and from 60 to 80%, in the settlement regions
(567 thousand persons in 1970 in the five areas studied).

An argument against the minifundia, besides their low produc-
tivity, is that they are responsible for the soil depletion so detri-
mental to agricultural activities. Bragantina is often cited in this
respect. However, it is not the slash-and-burn method per se that
is prejudicial, but its being used in an area where the population
pressure makes it unfeasible. This brings us back to the size of
the plots, and calls for the reminder that the adequacy of the plot
depends on the crop. Even in Bragantina, where traditional crops
are considered unviable, it is profitable to plant pepper on plots
the same size as those distributed when the area was first settled.
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Economic feasibility and environmental protection therefore depend
not on a single factor, but on a series of interrelated factors — the
crop itself, the technology used, the capital available.

In the Amazon, the liability for soil and resource depletion
ultimately rests with the outside interests that make speculative in-
vestments rather than with the small-scale farmers. These interests
could well afford to conduct agricultural research, but are hardly
likely to do so given its delayed results and low returns relative
to industrial research. Thus, the ranchers in Paragominas, one of
the municipios in Paria most benefited by SUDAM, comment that
local livestock activities are a failurc and that the pastures do not
protect the soil — this in a region that was virgin forest 20 years ago.

The importance of agricultural research is stressed by Alvim,
who points to the need for methods proper to tropical ecosystems
(and therefore [ree of excessive dependence on fertilizers and other
inputs) and the manufacture of equipment designed to overcome
regional problems. He also suggests that studies be made con.
cerning the cultivation of certain native species adapted to the poor
soils of the region: Brazil-nuts, guarand, palms, pupunha, etc. At this
point, the success of the Japanese colony in Bragantina should be
recalled, together with the fact that Japan has a research and train-
ing tradition. In Brazil, likewise, the necessary steps will have to
be taken by the government. Certain federal * and state agencies
have moved in the right direction, but the measures adopted so far
have been too weak to offset the systematic exploitation that goes
back more than a century, or to establish an agricultural sector
capable of holding the population to the land. Among the instru-
ments used to attend to these goals are fiscal incentives and credit,
to which we shall now turn our discussion.

5 — Fiscal incentives and agricultural credit

Any appraisal of the impact of fiscal incentives on farming and
livestock activities along the Belém—Brasilia highway is necessarily
discouraging. To begin with, the projects presented to SUDAM for
approval tend to be poorly planned and to lack the information
required for evaluation in legal and practical terms. Although the
stated aim is often cattle ranching, the actual end is usually tim-
bering or land speculation. This may explain the decadence of the
ranches in Paragominas and the disinterest of their owners.

¢ Including IPEAN (Instituto de Pesquisa Agropecudria do Norte), now
EMBRAPA (Empresa Brasileira de Pesquisa Agropecuiria), and INPA (Instituto
Nacional de Pesquisas da Amazénia)
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By way of example, one project approved in 1972 was to create
21 job opportunities — including only one for a herdsman — in an
area of over seven thousand hectares. Although there are data avail-
able on 26 projects covering 619.7 thousand hectares in the area
studied, it was impossible to construct precise indices of their eco-
nomic and social profitability due to the above mentioned vagueness
of purpose. Nevertheless, the figures are suggestive. Eleven projects
representing a total of 216.7 thousand hectares were to create 275
jobs for managers, skilled workers and manual laborers, that is, one
job per 788 hectares. As to the expected size of the herd (usually
larger than the real size), 16 projects were to place 204.1 thousand
head of cattle on 485.8 thousand hectares, for an average 2.4 head
per hectare (artificial pastures can support one head, and natural
pastures .2 head, per hectare per year). The ratio of workers to
head of cattle is therefore 1:331, which is more or less what is
observed in practice. While other jobs are created in the clearing
and pasture-formation phases, these have the disadvantage of being
seasonal and short-term. It should also be remembered that, besides
providing little stable employment for the local or regional popu.
lation, the large ranches generally evict the squatters who pre-
viously tilled the land.

The speculative nature of certain projects is further revealed
by the large number of investors with no farming or ranching back-
ground (engineers, lawyers, doctors, civil servants), as well as by
the frequent and repeated sale of holdings.

While it is common to attribute these distortions to SUDAM 3
and IBDF ® bureaucracy, the real issue is not red tape but the
fitness of the policies that these agencies are in charge of carrying
out. In other words, is the offering of subsidies and incentives to
large enterprises (especially those [rom outside the region) the
best way to promote the socio-economic development of the Ama-
zon? The data indicatc that the undertakings financed have intro-
duced little capital and technology and have created few job op-
portunities. Moreover, their capital is still comprised mainly of
land, which has been appreciated principally through speculation.
The incentives, instead of being used to create one new job per 788
hectares, could be directed to settling, in an equivalent area, eight
farm-operator families employing traditional crop rotation, or 15
to 20 families utilizing methods based on modern inputs. In addi-
tion, technical assistance to local farmers could be provided.

§ SUDAM (Superintendfncia do Desenvolvimento da Amazbnia) is the regional
development agency.

8 Instituto Brasileiro de Desenvolvimento Florestal (IBDF) .
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There are various credit programs in effect in the Amazon.
The most important is PROTERRA,” established in 1971 and re-
sponsible for investing an initial Cr§ 4.0 billion. In this region,
the financial agents of the program are the Banco da Amazénia
S. A. (BASA), the Caixa Econdémica Federal, and the Banco de
Brasil (the principal institution for carrying out the financial pol-
icies related to the agricultural sector throughout the country) .
Although private entities can act as intermediaries between the banks
and the clients, it is usually EMATER (ex-ABCAR) ? that per-
forms this role, accompanying the projects from the planning stage
and supervising the use of funds.

PROTERRA offers credit on exceptionally attractive terms — so
attractive that many investors prefer this program to the SUDAM
fiscal incentives. At 79, per year, interest rates are practically ne-
gative, and some investments (e.g. in techniques to raise produc-
tivity) are interest-free. The loans can be repaid in five to 12 years,
with a two-to-three year grace period. Credit can be obtained for
ends as diverse as the initial purchase of land, the enlargement of
small farms, the acquisition of heavy machinery, and the moderni-
zation of rural holdings. Although the maximum is 15 thousand
times the highest monthly minimum wage in the country, the needs
of the small and medium-scale farmer are also foreseen. Thus, col-
lateral is required only when the loan is over 50 times the highest
minimum wage, and repayment commences only after the activity
has begun to yield returns. Unfortunately, few small and medium-
scale producers are benefited in practice. This is confirmed by the
data relating to two centers located on the Belém—Brasilia highway.

In the first (table 6), information was gathered on 49 cattle-
ranching projects which had been granted financing valued at
Cr$ 18.0 million by February 1975. Only eight of the holdings had
less than 100 hectares, and together accounted for only 29, of the
credit. Twenty-five were properties of more than 500 hectares; of
these, 15 had areas of over one thousand hectares and monopolized
879, of the credit, worth Cr§ 15.7 million and averaging more than
Cr§ 1.0 million per holding. This amount was requested mainly
for the purchase of cattle (15.9%,) and construction (39.29,). It
is common to use loans for construction since this is one way of
raising the value of land.

7 Programa de Redistribuigdo de Terras e de Estimulos 4 Agroindustria do
Norte e do Nordeste (PROTERRA).

8 Empresa Brasileira de Assisténcia Técnica e Expansio Rural (EMATER);
Associagio Brasileira de Crédito e Assisténcia Rural (ABCAR) .

156



The data collected in the second center (tables 7 and 8) al-
lowed for analysis of the distribution of PROTERRA funds by the
Banco do Brasil up to early 1975, as well as identification of the
groups benefited. The list covers 85 farming projects and 63 cattle-
ranching projects, which received, respectively, Cr$§ 2.3 million and
Cr$ 8.4 million. The funds granted to cattle ranchers were for the
formation of 4.7 thousand hectares of pastures, the purchase of 3.5
thousand head of cattle, two pieces of hydraulic equipment and
various other types of machinery and equipment, and the construc-
tion of 25 kilometers of roads, 155 kilometers of fencing, 26 houses,
17 corrals, 146 troughs, 28 gates, and six dams. Clearly, an appreci-
able part of the financing is directed to fixed investments,

It was possible to examine 65 of the farming projects and 56
of the ranching projects (76%, and 909, of the respective totals) in
greater detail. Of the borrowers, 14 farmers and three stockmen
worked plots of less than 100 hectares. Seven of the 14 farmers were
members of a cooperative organized by the private settlement in
which they lived; six received loans for planting tomatoes, a crop
that was being promoted in the settlement at the time. The credit
granted to landowners in the 100-or-less hectare class corresponded
to only 6%, of the total conceded for farming and 19, of the total
for ranching. In the 500-and-over hectare category, there were 49

Table 6

Sample 1: Distribution of Credit to Farming and Livestock
Activities by Size Class, February 1975

Amount of Credit

Total Aren
Slze Clnes Number of of Holdings (Cr8)
(Hactares) Praojecta in Claas
(Heotares) Avxerage per AversgRe per
Tatal Prajeet Heetare
Q{— 20 [} 493 382 Q78 45 259 734
100 [— 298 10 1 829 a71 283 €7 128 367
300 |~ 498 [} 2 072 428 903 71 484 207
500 |[— 044 8 4 0081 478 750 1468 128 214
2 1000 19 117 240 15 695 320 828 0ag 183
Total 49 128 308 18 034 338 368 047 142

Source: NAEA[UFPa, caso study of unplannad scttlement along the Belém-Braailia highway, 1975
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projects, but these concerned only 36 producers, since 13 simul-
taneously benefited from farming and ranching credit. Moreover,
half went to the 15 cattlemen with holdings of one thousand or
more hectares. One-third of all the loans granted by the local
branch of the Banco do Brasil went to 18 producers who were mem-
bers of four families and owners of 25 thousand hectares in the
municipio. As is to be expected in a competitive system, the con-
centration of credit parallels the concentration of land, and there-
fore of income.

While the bargaining power of the dominant groups is in itself
sufficient to explain this fact, concentration is also facilitated by
the conditions on which credit is made available. BASA, for instance,
requires that the applicant present the title deed. In the absence
of the deed, the Banco do Brasil, showing a flexibility in accord
with the actual situation in the colonization areas, will accept a
letter of approval from INCRA. However, few such letters are sub-
mitted to the bank due to the fact that they are given only following
an investigation which confirms possession of the land and lack of
conflict — a prerequisite that is rarely verified.

Another factor that makes it difficult for producers without
capital to take advantage of credit facilities is the condition on
which the parts of the loans are released. Each part is granted only

Table 7

Sample 2: Distribution of Credit to Ferming Actlivities by
Size Class, 1974-1975

Amount aof Credit

Taotal Ares (C:8)
Size Clams Numbher af C\llﬁcv,lted
(Hectarns) Projects in asa Avern
Re Der
(Hectares) Teotal Averape per Hectare
Project Cultivated
0F 98 8 163 74 898 9 302 459
100 = 299 13 713 221 884 14 779 an
300 =~ 499 ] 347 185 880 20 854 k1.1
500 + 099 15 1 335 840 580 42 708 470
& 1000 11 1 444 685 580 82 323 474
No Information 7 302 125 800 17 971 418
Total 8K 4 304 1 934 399 20 780 449

Source: Same as table 8.
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after it has been ascertained that the previous part has been pro.
perly used. This presupposes regular checks, but in the coloni-
zation areas the distances and difficulty of access, especially during
the rainy season, plus the shortage of inspectors, often hinder such
checks. The resulting delays in the release of funds are particularly
detrimental to the small-scale farmers who, unlike the ranchers
who can sometimes offer even air transport to the inspectors, have
no way to speed up the process.

The stronger selective mechanisms are, however, those that ad-
ministratively link the interest of the financial intermediaries to
those of the wealthiest clients. The intermediaries receive a set rate
relative to the value of the loans: 29 for technical assistance, and
4 to 59, to cover costs and risks. Since costs rise with the number
but only slightly with the size of projects, intermediaries give pre-
ference to larger undertakings. As one of the managers of BASA
explained, the bank is a commercial as well as a development in-
stitution, and thus owes satisfaction to its stockholders. For this
reason, it rarely finances farming activities because they incur los-
ses. Or, in the words of an ex-ABCAR agronomist: “We are self-
financing. If we plan a small project valued at 10 thousand cru-
zeiros, we receive 200; if we design one worth a million, we charge
20 thousand. Thus, the costs are practically the same.” Due to this

Table 8

Sample 2: Distribution of Credit to Livestock Activities by
Size Class, December 1974

Amount of Credit

Tata) Ares (Cr)
gl;a Clans Numbhber of in Use
ectares) Projeata in Claan Ave
rage per
(Heotarea) Taial Average per Hectare
Project in Use
0 99 a 11 88 340 29 443 708
100 - 209 13 2 502 581 as0 44 42 233
300 - 490 17 a 820 1 508 100 03 888 234
500 = 909 8 4 807 1 DB4 042 135 805 228
2 1 000 15 a1 87 4 143 900 276 200 130
Nao Infarmation 7 —_ 943 50 134 703 -
Tatal a3 48 007 8 437 582 133 Q31 —_

Baures: Bame as tahle 6.
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profit-maximization approach, the preference (and search) for large
projects is even further accentuated when the official intermediaries
have to compete with private agents. One way to avoid such dis.
tortions would be to oblige intermediaries to allocate a certain
percentage of available funds to small projects, another to me-
dium-size undertakings, and another to large enterprises. This might

contribute to guaranteeing that loans be used as stipulated, rather
than deflected to other ends.

6 — Conclusions

Two years of research among the migrant settlers along the Belém—
Brasflia highway served to clarify the role and underline the social
importance of these peasant farmers. In the area studied, 60 to
809, of the population depends on the primary sector. After the
initial phase of colonization via in-migration, this proportion de-
creases while certain urban centers grow unchecked. The propor-
tion then stabilizes. Thus, even in Bragantina, approximately 65%
of the population still depends on the sector. It goes without saying
that so appreciable a part of the society cannot be permanently
overlooked.

Despite substantial rural-urban migration, the overall employ-
ment structure has changed only slightly. Traditional agriculture
continues to support the rural population and to meet the greater
part of the food requirements of the urban poor at low prices. It
thereby allows the rest of the primary sector to engage in activi-
ties better able to compete on the national and international mar-
kets, and provides industry and urban services with a cheap labor
supply. For these reasons, the permanent settlement of small-scale
farmers appears, to date, to be the best way to utilize capital in
the form of land. Of late, however, large-scale cattle ranching has
been fostered despite its offering economic advantages neither in
terms of the preservation and rational use of natural resources nor

in terms of income and the introduction of modern techniques
(with a few exceptions) .

Apparentely underlying the stimulus to cattle ranching is the
assumption that the Amazon is an immense virgin territory that
can be settled and economically developed within the desired time
only through the offering of incentives to large private undertakings.
In following this approach, the policymakers have either been un-
aware of (or neglected) the volume and social significance of mi-
gration, of the agricultural manpower forced to move on by the
progress of the latifundia. Part of this population pushes further
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on to open new lands that will also eventually be occupied by la-
tifundia. Another part, tired of this unprofitable historical role,
move to the nearest urban centers. Here, unable to enter the regular
labor market, they find their living in the low-wage service sector.

This marginalization of a substantial portion of the popula-
tion is an indirect reflection of sectoral and regional national
priorities. Since regional interests have been secondary under this
approach, it is time that the government adopt measures specifically
designed to improve the socio-economic conditions of the Amazon
itself. Private outside groups are hardly likely to identify their in-
terests with those of the region. For them the Amazon is an area
of the future, a vast reserve in which they strive to guarantee their
rights over a still unknown potential. Since their investments are
mainly speculative, they feel no pressure to make them truly pro-
ductive,

It is difficult to set guidelines for regional settlement and de-
velopment, but given recent experience in the Amazon, those pro-
posed by SPVEA over 15 years ago take on renewed force. Some of
the SPVEA suggestions refer to agriculture and permanent settle-
ment. Others have to do with creating opportunities in the urban
centers,

With respect to permanent settlement, measures ought to be
directed to land distribution and the support of small and medium-
size undertakings. The land-distribution policy should guarantee
the settler a plot suited to conducting his activities with available
technology. He need not be granted ownership, since colonists are
often led to sell their land for personal or other reasons. According
to SPVEA, it is better to concede renewable long-term or life leases.
This system also has the advantage of giving the government per-
manent control over the land, thereby allowing it to protect natural
resources, redistribute plots as technical advances render smaller
farms economically feasible, and simplify the legal formalities in
cases of abandonment of the land or death of the beneficiaries.

The economic viability of small farms depends on research, ex-
periment and technical assistance, all of which have often been
halted due to lack of funds. Hence, direct credit, which is only
available to those with sufficient capital and collateral, should be
complemented by free services such as surveying, technical assistance
and regular follow-up, pest and disease control, and the provision
of seeds and seedlings. Some services — health and education, for
instance — can be highly profitable in that they raise the producti-
vity of the labor force. In the Amazon, an excellent example is the
campaign to eradicate malaria.
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Steps also need to be taken to raise the earnings of the small-
scale producers of basic food commodities. Prices can be supported
either directly or indirectly through increasing the monetary value

of the products (e.g. warehousing) or decreasing costs (transporta-
tion, middiemen, etc.).

Colonization policies should be complemented by urban employ-
ment policies. As pointed out in the SPVEA study, it is essential
to establish industries for processing farm and livestock products.
These might take the form of large mixed enterprises in order that
agro-industrial activities be vertically integrated. In addition, more
public works should be undertaken: local roads, urban infrastruc-
ture, schools, hospitals and health centers. Even when the con-
struction is in private hands, preference should be given to locally
produced material and equipment and locally available manpower,
both often disdained by outside entrepreneurs.
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Passenger transportation in
metropolitan areas

Josef Barat ®

1 — Introduction: general characteristics of private
and public transportation systems

Recent urban transportation studies, as well as urban plans in
general, point to significant interaction between available passenger
services, which explain the degree of mobility of city dwellers and
current land-use patterns. In turn, the spatial allocation of urban
activities determines which zones will be predominantly residential.
As a rule, the settlement and development of these zones is a func-
tion of existing public services, especially transportation. By inte-
grating places of work and places of residence within the urban
space, transportation contributes to the overall urban economy by
allowing for decentralization of the labor market.

In fact, the basic role of transportation is to integrate the urban

and metropolitan areas not only in terms of space, but also in
terms of urban activities (economic, social, residential and recrea-
tional). It also serves to consolidate the markets for the factors
of production. Thus, the daily pendular movements to and from
work which constitute the majority of trips in metropolitan areas
are to a great extent conditioned by land-use patterns. Likewise,
since residential choices are based on existing transportation facil-
ities, these pendular movements can influence land use and future
metropolitan development.!

The modes of metropolitan transport may be grouped into the
following systcms: (1) mass transportation or rapid transit — metros,
commuter railways, streetcars and buses, with the last two being so

® Adviser ta the president of the national bank for economic development
(Banco Nacional do Dcsenvolvimento Ecandmico — BNDE).

1 J, Barat and M. N. Batista, “Transporte Publico e Programas Habitacionais,"
Pesquisa ¢ Planejamento Econdmico 3 (June 1978): 375.88.
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classed when operating at high capacity on preferential lanes or
with rights-of-way; (2) public transport or local transit systems to
complement the preceding, comprised of buses and minibuses; (3)
individual transport, including private cars and taxis. Transpor-
1ation planning should strive to coordinate and link these systems
so that each is used at the stage for which it is best suited, that
is, for urban, suburban or intercity trips. However, what is often
observed in present-day conurbations is competition between public
and private transportation, or even between the different modes
of public transport.?

An efficient public transportation system offers its users regular
integrated services and provides them with alternative schedules
for the different stages of urban, suburban and intercity trips within
the metropolitan area.

Public transportation systems bring together mass transport (or
rapid transit) modes that operate on exclusive tracks or lanes with
rights-of-way, and complementary modes (or local transit) that usc
the regular urban road network to pick up and distribute both
rapid-transit users and strictly local passengers, 3

Since mass transportation systems require heavy investment in
the initial phase, they are economically and financially feasible only
where a great number of users can be channeled along determined
routes or ‘“corridors”. When the permanent facilities are used at
capacity, they allow for gains in scale and appreciable reductions in
the per unit costs of services. Thus, up to a certain limit, the pas-
senger/kilometer cost decreases as the number of users and/or the
distance covered increases. This is especially true of urban or sub-
urban rail transport. It should also be recalled that by reaching
high average speeds and making few stops, mass transport modes
allow for significant flows at short regular intervals. In addition,
they offer high standards of comfort and safety.

However, only the metropolitan conurbations — already satu-
rated by road traffic and its accompanying pollution and conges-
tion, and with dense enough populations 10 guarantee the intra-
and inter-urban lines a sufficient number of users — can bear the
financial burdens required to construct metros, pre-metros and com-
muter railways.

2 J. Barat, "Planejamento de Transportes nas Areas Metropolitanas,” Revista
de Administragdo Municipal 19 (September-October 1972) : 5-28.

2 ]. W. Dykeman, “Transpartation in Cities," Scientific American, Septcmber
1965, pp. 163-74.
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In small and medium-sizc urban centers, therefore, it may be
preferable to usec high-capacity bus systems with thc vehicles op-
erating at ground level on reserved or rightof-way lanes. The ad-
vantage of such systemns is that fixed costs are lower, operating
procedures are simpler, and the reserved lanes can be used when
necessary by other types of vehicles at off-peak hours or on special
occasions. Many European and North American cities have, in turn,
introduced rapid-transit characteristics into their streetcar systems
by raising the passenger capacity of the rolling stock, eliminating
stops, and running lines on reserved lanes or even underground as
a step toward metros (pre-metro systems) .

Rapid transit can be complemented by local buses and mini-
buses, which present the following advantages in transporting pas-
sengers to or [rom the centers where movement is concentrated: (1)
{lexibility in serving a large number of origins and destinations;
(2) rapid adaptation to changes in thc urban road network; (8)
lower capital expenditurcs in comparison to those required by rail
modes; (4) better operating conditions for low- and medium-density
flows.

Since the cost of operating buses and minibuses rises with
distance and congestion — which ultimately results in more current
and potential users — this mode becomes too costly once a certain
passenger /kilometer level has been reached. For this reason, it
should complement mass transport by serving passengers on less
dense, shorter routes. Nonetheless, if the passengers are willing to
pay higher fares, it may also be used to link the metropolitan
nucleus to the outlying towns.

That the fixed costs of buses and minibuses are lower than
those of rail systems does not, however justify transforming these
vehicles, as conventionally operated, into the principal mode of
transportation in the major metropolitan areas. As a rule, they move
at low speed and irregular schedules on the congested urban roads.
This leads to overuse, higher operating and maintenance costs, and,
finally, to shorter duration of the vehicles themselves. There is also
the social cost of gas fumes and noise levels.

Even so, it must be stressed, once again, that although modern
mass transport modes can carry great numbers of passengers at sub-
stantially reduced costs, they require massive investments in infra-
structure facilities and rolling stock. Hence, cven on high-density
routes, buses and minibuses should be transformed into a com-
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FIGURE 1

COMPARATIVE UNIT COSTS OF METROPOLITAN
TRANSPORTATION MODES
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plementary mode only after road congestion has raised their opera-
ting costs more than proportionately to those of the rapid-transit
alternative. 4

Finally, the mode that presents the greatest divergency between
the costs to the user and the cost to society is individual transport.
Each person who opts for individual transport may consider it
worth bearing the subsequent operating and maintenance costs;
but a series of such decisions may impose high costs on all those
who have elected this mode and on society as a whole.

The unit costs of the three above mentioned metropolitan

transportation modes are compared in figure 1. These costs, mea-
sured per passenger/kilometer, include fixed costs related to in-

4 On bigh-density routes, hourly capacity can be raised by replacing conven-
tional buses with buses that operate on reserved lanes with rights-of-way. The
latter comprise 2 mass transportation mode well.suited to the relatively scarce
finances of less developed countries or regions.
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frastructure, terminals, vehicles and other equipment, plus variable
maintenance and operating costs. Depreciation and costs to the user
in terms of time are also taken into account.

Note that mass transportation, due to high initial fixed costs,
is more advantageous than conventional bus transportation only
from point X, up to capacity overload at point X,. Furthermore,
adequate utilization of the scales offered by mass transportation
systems (especially rail modes) depends on high traffic densities,
on a fair degree of homogeneity in the distribution of trips along
the various routes, and on better use of existing facilities whenever
replacement costs are within limits that make this economically
feasible .5

The use of private modes depends, in turn, on the level and
distribution of urban income. Even if the standard of living and
the distribution of income in a given metropolitan area allow for
at least one car per family — which is far from the case in develop-
ing countries — the congestion associated with the extensive use of
cars makes this mode less attractive than rapid transit, and at times
even less enticing than the conventional bus. Due to the negative
externalities associated with its consumption in densely populated
urban areas, the private automobile may not be considered a “free”
service.

In practice, since the various modes coexist, changes do not
occur in the absolute manner suggested by the curves in figure 1.
Rather, shares of the total demand come to be met more adequately
by alternative systems. New systems are constructed, existing ca-
pacity expanded, and intermodal possibilities explored when the
rising volume of passengers per kilometer so requires.

Having considered the supply of metropolitan transportation
services, the demand for such services should be examined. Demand
is understood to be the outcome of the spatial distribution of urban
activities (work, home, shopping, recreation, school, etc) and the
corresponding need for trips from one place to another. Given the
complexity of the “trip” concept, when analyzing demand, several
aspects must be investigated: who or what is transported, the pur-
pose of the movement, the mode used, the origin and destination
of the trip, and the time at which it is made (whether at peak or
off-peak hours) . Moreover, the same purposes and/or the same pairs

5 J. R. Meyer, J. F. Kain and M. Wohl, “Urban Transport Cost,” in The
Urban Transportation Problem (Cambridge: Harvard University Press, 1966),
pp. 299-306.
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of origins and destinations may be served by different types ol
transportation. This must be borne in mind when coordinating and
integrating the several modes so as to render the overall metro-
politan transportation system as efficient as possible.®

Total demand should be estimated in such a way as to allow
for determination of the above mentioned aspects of urban move-
ments. As a rule, field research is conducied to identify origins and
destinations and the distribution of trips first at the traffic zone
level, and then at the city or metropolitan level. Once the modal
split of the flows has been ascertained and the trips have been
grouped by purpose, the passenger transportation study is com-
plete.? The frequency and direction of trips clearly depends on the
characteristics of the specific metropolitan area: its total and active
population, income level and distribution, land in use, transpor-
tation supply, and traffic density. In general terms, global demand
can be expressed by a function having multiple variables:

Y=I(+AUXO+A,X;+A2X3“|‘
00C +An—1 u—1+-'1nxu

where X, to X, are independent variables related to population,
socio-economic conditions, distances, etc. For example,

X, — total population

X, = active population

X.-; = income per inhabitant
X,._.;, = total land in use in metropolitan area
X, = fleet of vehicles

A, to A, are the coefficients of the respective independent variables,
with K being a constant that stands for the share of the value
of Y not explained by the variables considered.

6 M. Barbier and F. Mellet, “Determination of Elasticities of Demand for the
Various Modes of Urban Passenger Transport,” working paper prepared for a
meeting at the Economic Resecarch Center of the European Conference of
Transportation Ministers, Paris, 1971, pp. 7-8.

7 Our exclusive concern with passenger movements is not to underrate the
importance of freight movements in metropolitan arcas. Despite their significance
in the coordination of urban and long-distance networks, as wcll as in the
location of warchouses and supply terminals, cargo movemcnts have often becn
overlooked in transportation studies.
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2 — The problem of congestion: the competition
for urban road space

When determining how to best utilize existing metropolitan ways,
the major problem is congestion, and especially that due to com-
petition between the various surface modes. In transportation eco-
nomics, traffic congestion is said to occur at the point at which the
social costs arising from the use of ways and facilities by additional
users exceed the private costs incurred by these same users. Although
this definition is applicable to all modes of urban transportation,
most of the studies conducted in the developed countries refer to
private cars. After all, this is the dominant mode in the urban
areas of many of these countries, mainly the United States. Despite
the fact that the pattern is somewhat different in the developing
countries, it is worth examining how automobiles lead to congestion
by way of understanding how they interfere with other surface
modes, and particularly with buses.8

The trips made by car along a certain section of urban roadway
over a given period of time (¥) may be considered a function of
the density of cars along the section (Z) and of their average

speed (W).
V=VW,2)

Assuming the existence of an average speed limit (W,) and a
maximum capacity of the road section in the form of a maximum
density reached at peak periods (Zm4:). the traffic flow for a given
value of ¥ = V,, will attain its optimum then rapidly fall until the
load capacity of the section is reached (Vm4;) . Thus, the follow-
ing relationship can be established between the trip flow and the
independent variables:

Vo=Wo Z
V' = W-‘ Z,

8 The theory that follows is based on the concepts presented by A. A. Walters,
“The Theory and Measurement of Private and Social Cest of Highway Congestion,**
Econometrica 29 (October 1961): 676-99; M. Wohl and B. Martin, Traffic
System Analysis for Engincers and Planners (New York: McGraw-Hill Book
Company, 1967), chap. 10; A. F. Schreiber, P. K. Gatons and R. B. Clemmer,
Economics of Urban Problems, An Introduction (Boston: Houghton Mifflin
Cownpany. 1971). vol. 2.
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Vatr = Wiy . Znyy, where

WoSWi> ...>W,ah> ...>W,.> ...
voe > Way, and

2p<Z;< ...<2,4< ...<2,< ...2,41

For a given value of ¥ = V,,, the trip flow reaches its maximum,
then quickly diminishes until the road is overloaded (V,;,) due
to the increase in vehicle density and the decrease in average speedl.
The capacity of the road is therefore defined by V = V,.

In fact, the value of ¥, which determines the capacity of the
road, corresponds to the maximum point of the function V —
V (W, Z), since at this point

B _ 3B oo
Sw 5z
du=idw+6—udz=0 and
Sw 5z
d®v <0, since 6': <0, 5‘: <0
8y B,

As the vehicle density rises, the average speed falls, tending to
zero at congestion when starting from a value established as the
speed limit, The relationship between vehicle density and average
speed is shown in figure 2, where it is assumed that density adjusts
instantaneously due to its being equal along the route under con-
sideration.

Furthermore, as the average speed drops to zero, travel time
— which is its reciprocal — tends toward infinity. Assuming that
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FIGURE 2
RELATIONSHIP BETWEEN AVERAGE SPEED
AND VEHICLE DENSITY

W . AVERAGE SPEED
(km/hour)

We

VEHICLE DENSITY

— (vehicies/km .of road spoce)

z

travel costs are directly proportional to travel time, it is possible
to determine a relationship between unit costs and trip flow levels,
and subsequently establish demand curves for the use of the route
that can be used in examining the problem of congestion.®

The costs and benefits (private and social) associated with the
use of urban roads at different times of the day are depicted in
figure 3. The costs, measured in cruzeiros per kilometer, cover vehicle
operating and maintenance expenses (including depreciation) as
well as the value attributed to the travel time of the users. No con.
gestion is observed up to point ¥, because there is not yet a dif-
ference between private and social marginal costs (PMC and SMC,
respectively), which both remain at level ¥, and because cars are
still able to travel at the speed limit permissible (W,). As of a
frow higher than ¥, however, the additional vehicles on the road
slow down traffic. Moreover, since these additional cars oblige all

® Decreases in average speeds and increases in travel-time costs give rise to
the transportation gradients that determine land-use patterns (iraperfections

in routes, connections, etc.) .
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FIGURE 3

RELATIONSHIP BETWEEN COSTS / BENEFITS
AND VEHICLE FLOW
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drivers to reduce their speed, the social marginal costs come to
exceed the private marginal costs, due to the fact that the former
rise more than proportionally to the latter. Even so, the vehicle
flow (trips per hour and per kilometer) will continue to increase
until capacity ¥,. Once this point is reached, however, the number
of trips will begin to decline in absolute terms, since, as already
seen, lower average speeds result in higher densities.

In the same figure, the total benefits derived by users at two
distinct periods are indicated by the curves SMB, and SMB,: (1) the
peak hours, when the concentration of pendular home/work/home
movements represents the highest social benefits (SMB,), and (2)
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FIGURE 4

RELATIONSHIP BETWEEN HIGHER TRIP DEMAND
AND LOWER VEHICLE FLOW
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the off-peak hours, when shopping trips, leisure trips, etc. are made
by fewer users at lower travel-time costs (SMB,). Although there
is a capacity-utilization level at which the private and social mar-
ginal benefits are the same (V,_a;:), these benefits are surpassed
by the social marginal costs. This means that the net social benefits
are not being maximized — in other words, from the collective point
of view the road is not being efficiently used. Efficiency would be
reached at point V = V,_,; thereafter, the social marginal costs
will always exceed the social marginal benefits.

The effect of an increase in trip demand on unit costs (in-
cluding the value ascribed to travel time) and on vehicle flows is
illustrated in figure 4. Considering that lower average speeds mean
higher densities, curve V¥’ may be said to show the equilibrium
relationship between unit costs and trip flows (number of vehicles) .
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FIGURE S

THE ADJUSTMENT OF TRIP DEMAND
TO AVAILABLE ROAD SPACE
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Maximum equilibrium will be achieved at ¥ = V, which defines

the capacity of the road, that is, the highest flow level that can
be maintained for long periods of time. Since this level has a single
demand curve, any increase in trip demand will diminish the flow
and consequently raise unit costs (C, — GC).

Demand can be adjusted to supply through charges and/or sub-
sidies. In other words, in a market system, demand can be restricted,
or the availability of goods or services decreased or increased, by
controlling the final price to the consumer. In the case of trans-
portation services, prices below the equilibrium price create excess
demand and consequently result in congestion. As indicated in figure
5, for a shift in demand from D,D, to D,D,, the vehicle flow will
rise from V._a to ¥, despite the higher costs to the users. The
willingness of drivers to face congestion means that the price level
is still low.
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From the standpoint of the community as a whole, the marginal
costs and benefits will be aligned only if SMC and SMB, are equal-
ized (point V,_, in figure 3). This implies reducing the number
of trips through a specific user charge. Such a charge serves to
ration the use of the road when necessary (above point V,) so as
to assure its efficient utilization. The user charge should vary de-
pending on the time of the day and the degree of congestion, and
should be equal to the difference between the social and private
marginal costs.

Nevertheless, practical problems arise when attempting to re-
strict automobile traffic through user charges. While it is rela-
tively easy to charge tolls on expressways, it is quite difficult to
do so on regular urban streets. In addition, if drivers are discouraged
from traveling on expressways at peak hours, additional users may
seek other routes and cause congestion at other points. Moreover,
the congestion at new points may not be sufficient to stimulate
users to transfer to public transportation alternatives. IFor this reason,
some developed countries are now studying the possibility of dis-
couraging individual transport by directly subsidizing bus train and
metro fares.10

The problem of capacity overload — the result of competition
between private cars, taxis and buses for existing road space —
merits special attention, since it is the major hindrance to the mo-
bility of city dwellers in the metropolitan areas of the developing
countries.

For a trip between a given pair of origins and destinations (i, f),
there is a demand curve DD, as shown in figure 6. The cust of
this trip is indicated at C,;, where the demand curve crosses the
supply curve for urban road space §,S,.3* At the cost C,, the num-
ber of trips is represented by V,. If traffic congestion lowers the
supply of available road space to S,S,, trips will be reduced in
number (to V,) and made at a higher cost. The increase in travel
costs is represented by the area C,4BC,, which is shaded in figure 6.

This rise in costs, which means a loss to the community in the
form of fewer trips, can be expressed as follows:

AC =(Cs—Cp Vi+1/2 (Co—C) (Vo—V)
AC = I/g (C‘ - Cl) (Vl + V.l)

where 4B is assumed to be a straight line.

10 See R. Sherman, “Subsidies to Relieve Urban Cangestian,’” Journal af
Transport Ecanomics and Policy 6, ne® 1 (1972): 22-23.

11 It should be recalled that this cast includes the manetary value attributed
ta travel time.
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FIGURE @

COST INCREASES DUE TO ROAD
SPACE CONSTRAINTS

UNIT COST
(Cro/km)

A
D
5
VEHICLE FLOW
(vehicles/hour/ km of road space)
v, Vo v

This expression, which refers to a particular set of origins and
destinations (i, j) and a specific route, can be generalized for the
overall urban road network:

ZAC=12F (Cc—C) (Vi+ Vo)

1, 5.3

At this point, it is important to stress that congestion leads to
heavy costs in terms of travel time not only for the businessmen and
professionals who drive their own cars, but, above all, for the
majority of the metropolitan population, who are obliged to ride
buses. As the roads become overloaded, buses operate at higher
costs and lower speeds. The resulting decrease in the number of
trips is detrimental to the urban economy as a whole. After all,
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though buses require less road space than private cars and taxis,
they obviously transport more passengers per vehicle. Thus, each
additional automobile raises the social marginal costs not only for
other users of individual modes, but also — and more importantly
— for users of public transportation.!? In fact, congestion com-
prises the outstanding limitation on the improvement of bus ser-
vices .13

Also pertinent is the fact that private and public modes com-
pete mainly during the peak hours when most of the pendular
homé/work/home movements occur. Since shopping and leisure
trips are generally made at off-peak hours and present a far greater
variety of origins and destinations and route options, they rarely
lead to congestion.

Thus, it is at the peak periods, when traffic is strongly con-
centrated along the principal routes of access to the central business
district, that car owners derive inherent price advantages. In fact,
in a situation in which all pay fuel and road-use taxes, the lack
of a specific charge on pendular movements in private cars acts as
an implicit subsidy to such movements.* Moreover, where indi-
vidual modes have been encouraged and rapid transit alternatives
bypassed, car owners have further benefited from an intersectoral
transfer, since the transportation infrastructure is built and main-
tained with funds from the public in general, including those who
do not own cars.18

It is now time to consider precisely how cars and buses com-
pete for road space in the absence of underground rapid transit or
right-of-way mass transportation.1 In examining the way this com-

12 The feasibility study for the Rio de Janeiro metro revealed that in 1968
only 9% of the road space was utilized by buses, compared to 569 and 379,
for private cars and taxis, respectively. Furthermore, whereas each bus transported
an average 29.8 passengers, cars carried an average 1.7 and taxis only 1.1.

13 W. L. Henderson and L. C. Ledebur, Urban Economics: Processes and
Problerns (New York: John Wiley and Sons, Inc, 1972) . In the industrialized
countries, the measures taken to relieve the congestion that hinders the improve-
ment of bus services include: (1) exclusive lanes for buses on expressways
and highways, and (2) rights-of-way for buses on the main arteries of metropolitan
areas (guaranteed by signals at major intersections) .

14 D. Netzer, Economics and Urban Problems: Diagnoses and Prescriptions
(New York: Basic Books, Inc., 1970), pp. 141-44.

18  An example of such transfers is provided by the fact that buses are not
allowed to use tunncls, elevated roads or expressways in Rio de Janeiro. See
J. Barat, “Transporte e Ecologia,” Revista de Administragéo Municipal, n° 119
(July-August 1978) : 19-84.

18 In Brazl, there are only two examples of underground mass transportation
systems. Only Sio Paulo has a metro line in operation, and in Rio de Janeiro
the priority line is now being constructed.
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FIGURE 7

EQUILIBRIUM SITUATIONS. THE PRIVATE
CAR VERSUS THE PUBLIC BUS
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petition affects the spatial organization of metropolitan areas, it
should be borne in mind that, in developing countries, public
transportation has long been neglected as an instrument for fostering
rational urban growth and land-use patterns.

Bus franchises are granted in a laissez-faire atmosphere that is
hardly conducive to social efficiency, and services come to be pro-
vided at private costs (incurred by the owners of the lines and
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theoretically covered by passenger fares) that differ from the so-
cial costs. The latter take the form of substantial negative cxter-
nalities: excessive noise, air pollution, inadequate use of road and
terminal space. Furthermore, the rising trip demand is met through
overutilization of vehicle capacity or through fare and tax devices
that are actually disguised subsidies to the franchise holders (high
depreciation rates, faulty maintenance inspection, lack of speed-
limit enforcement, etc.).

Thus, it is from the standpoint of social efficiency that the
equilibrium situations presented in figure 7 should be compared.
These situations refer to the meeting of passenger demand by pri-
vate cars!” and public buses at peak (pendular movements) and
off-peak (non-pendular movements) periods along given sections of
principal urban routes on which the two types of vehicles circulate
simultaneously. The suppositions that underlie this figure are the
same as those implicit in figure 3: (1) as of a certain passenger
volume, market imperfections lead to differences between private
and social costs; (2) the benefit curves reflect the marginal value of
services to their users; (8) prices are in equilibrium when social
marginal costs equal social marginal benefits;'® (4) disequilibria
mean socially inefficient provision of services, and should be cor:
rected through government intervention.

Nonetheless, it must be emphasized that, in this analysis, equi-
librium situations based on social marginal costs and benefits are
meant to serve as no more than a point of reference for designing
fare and charge systcms aimed at the better use of funds and road
infrastructure. 1 Examination of price policy alternatives, or of the
merits of policies based on marginal costs, are therefore beyond the
scope of this study, especially considering the complexity of the
issue when it includes intermodal complementarity and substitu-
tion, to say nothing of aspects related to the redistribution of in-
come.20

17 For the sake of simplification, taxis are classified as "private cars’’ despite
the fact that they comprise a public transportation modec. It is assumed that
they do not contribute to congestion off the main road network.

18  Externalities are gencrated as of the volume of services consumed when
the prices of these services correspond to their value to the community.

18 W, Vickrey, “Some Implications of Marginal Cost Pricing for Public Utili-
ties,”" American Economic Review, Supplement 45, no 2 (1955): 605-620.

20 Many English and American writers (including Vickrey, p. 606) contend
that charges based on marginal costs to the user of urban roads would be
regressive if viewed as taxes. While the argument may be valid in countries
where most surface trips are by car, imposing marginal charges on drivers would
have progressive effects in Brazil.
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In figure 7, the passenger flow (in millions of passengers/day,
for example) is represented on the horizontal axis, and the costs
or prices (cruzeiros/passenger/day) are shown on the vertical axis.
With respect to non-pendular movements, equilibrium occurs for
cars and buses at points D and F, respectively. Buses obviously carry
more passengers than cars (@, > Q,). Curves (SMB)N,; and
(SMC) N intersect at a price level lower than curves (SMB) A4; and
(SMC) 4; hence, P, < P,.

There are certain volumes of passengers for which buses, like
cars, have the same private and social marginal costs (between Qo
and Q,). This means that returns to scale vary for this mode of
public transportation.

In absolute terms, the social value of bus services is higher
than that of individual transport,?! and marginal decreases are less
abrupt. Nonetheless, up to flow level Q, the private costs of bus
services exceed their social costs for two reasons. First, it is not in
the interest of franchise holders to operate lines with few passengers.
Second, in the absence of congestion, individual transport is morc
attractive to the users.??

Thus, from the standpoint of the community, for non-pendular
movements, equilibrium F (buses) is preferable to equilibrium D
(cars) because a larger volume of passengers is transported at a
lower social cost — which means lower prices for the users. Assuming
that buses attend non-pendular demand only as of point Qg the
net social benefits resulting from their operation will be represented
by area BCGIF, while those associated with cars will be indicated
by the triangle BAD (Szcarr > Spap) -22 When more nonpendular

passengers are transported by bus than by car (@,2, > 00,
therefore, the former mode offers relatively greater social advantages
than the latter (Py < P;) .20 Moreover, provided there is no con-

21 By way of simplification, it is assumed that the social marginal benefit
curve coincides with the demand curve. This implies that buses can serve
more passengers, and that their peak capacity will be rcached more slowly.

22 This is the case in the smaller American cities, where buses are left to
students and the elderly. Although the same pattern is to an cxtent observed in
the Centcr-South region of Brazil, the marked socio-cconomic differentials
generally make the bus the principal mode of transportation for those in the
lower income brackets.

2 It is obviously being assumed that the cr is superior to the bus for
satisfying demand 0Q,. Indced, the curve (SMB) A, is higher than (SMB) N,
up to point B. In terms of net henefits, the area TP,4AB is larger than VSCB.
24 This is, and will long continue to be the casc in the developing countries,
where the absolute levels and the concentration in the distribution of urban
income preclude car ownemhip on the American or even the European scale.
28 Note that for a volume below Q,(Q,.;) and a range Q,Q,., both private
and social costs drop to level P, ,. This widens the difference between the costs
associated with buses and cars, because P, — (P,.;) < P, — P,.
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gestion on the main road network, the circulation of cars will not
restrict the mobility of bus passengers, and the mere difference in
private marginal costs will assure rational utilization of the prin-
cipal routes.

It is for pendular movements, however, that buses offer truly
marked social advantages. The same type of analysis made for points
D and F can now be made for L and N, which represent the equi-
librium situations for cars and buses, respectively, in the transpor-
tation of pendular passengers at peak periods. It should be noted
from the outset that the position at which curve (SMB)N,, crosses
(SMC)N, compared to that at which curve (SMB)A, crosses
(SMC) A, underlines the above mentioned disparity between the
social marginal costs of using cars and buses for flows from Q, to
Q,, since P, — P, > P, — P,

Assuming that the principal routes become congested at a daily
passenger flow Q,Q, for cars and at Q,Q; for buses, the net benefits
of the two modes of transportation will be indicated by the areas
KK’'DL and MM’'FN, respectively, with the latter being greater.2¢

Furthermore, since the difference between private and social
marginal costs is greater for cars than for buses, and since the social
value of the services provided by the former diminishes more quickly
than that of the services rendered by the latter, an increase m
(beyond equilibrium Q, and Q,) in the volume of passengers will
involve higher social losses if these additional users are transported
by car than if they are conveyed by bus.2” Hence, the shaded area
LHH"” is larger than the shaded area NRR”.

Because the cost differential widens faster for cars (H.__H‘ >
> —:ﬁ ), if more passengers are transported by this mode, the main

road network will be overloaded sooner. Hence, if an additional
demand m is satisfied by cars, the flow capacity will be reached at
Q¢+m- In contrast, if an additional demand m 4 = is served by
buses, flow capacity may not be attained until, let us say, Q4 m+n-
This is explained by the fact that, since the average number of
passengers per car is lower than the average number per bus, the

20 Transformation of these figures into triangles via linearization of the intervals
DL and FN of the curves (SMC)A and (SMC)N is based on the hypothesis
that the hcight of triangle MFN (M’°N) more than offsets the base of triangle
KDL (KD) . In other words, the increase in the volume of passengers transported
by bus Q.Q,. which is larger than the increasc in the volume carried by car Q,Q,,
more than overweighs the high initial bencfits derived from the use of cars at Q,.
27 Note that two basic premises underlie the subsequent reasoning: compared
to bus transportation, there is a greater difference between the private and social
marginal costs of driving cars, and the sacial value of the latter drops more
sharply due to congestion.
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FIGURE 8

EQUILIBRIUM SITUATIONS { CONSOLIDATED
ROAD SYSTEM
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use of cars for pendular movements results in higher traffic densities
(vehicles/km) and higher total flows (vehicles/day/km).

Finally, when comparing the net benefits arising from the utili-
zation of cars and buses, the high degree of interdependence between
these benefits cannot be overlooked. For example, better bus services
(higher safety and comfort standards, regular service at frequent
intervals, preferential lanes and rights-of-way) can make a significant
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contribution to relieving congestion by attracting some car users to
public transportation and conscquently increasing the benelfits for
those who still choose to travel by automobile.

Having analyzed the costs and benefits of car and bus services
separately, let us now examine those of a consolidated road trans-
portation system, together with the advantages and disadvantages
of such a system in comparasion with a rapid transit system that does
not operate on the main surface routes.

The equilibrium situations for a consolidated car-bus system,
relative to non-pendular movements (situation 7, point 4) and pen-
dular movements (situation II, point B), are shown in figure 8.
On the horizontal axis, section (), corresponds to the passenger
flow on the main road network at off-peak hours, while Q,Q, repre-
sents the increase in the flow at peak hours. Although costs are
higher at the peak periods, net social benefits are derived.

The reference prices for the two situations are P, and P,, respec-
tively. P, reflects a market situation created by an implicit incentive
to raise the flow level from Q. to Q,. This leads to inefficient use
of the major routes, because the passenger flow exceeds the socially
desirable level. Finally, Q, stands for maximum utilization of existing
road space. Beyond this point, capacity overload will occur, and
the passenger flow will rise at unbearably high social marginal costs.
At this point, it will become necessary to expand the capacity of
the main road network.

This is what happens in situation III, where capacity is expanded
through the widening of streets and avenues, together with the
construction of elevated roads and expressways. Although the mar-
ginal benefit curve shifts in response to the eased traffic conditions,
the private and social marginal costs rise at a much faster pace. In
fact, the curve (SMC) Ay+-Ny;; slopes toward a variation 4 relative
to (SMC) A;;+ Ny, while this relative variation is represented by ,
for the curve (PMC)A;;~+Nyy, and 8 > 4

In situation III, the marginal costs to the community rise
sharply because wider streets, elevated roads and expressways spoil
the urban landscape, limit green spaces, and increase noise and air
pollution. Besides exerting these negative effects on the quality of
urban living, situation 7/ originates from a point where the princi-
pal road network is already used inefficiently. That is, the curve
(SMB) A;;;+ Ny crosses only (PMC)A;;;+Ny (point C), and
not the social marginal cost curve. This signifies that at Q,, when
road space is being fully utilized, the market price P, covers only
the private cost. It should be recalled that in situation II their price
level represented social efficiency.

From what was said about situation 7/ (pendular movements at
peak hours), it is clear that in situation IIf, increases in peak-hour
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flows (Q,3,,:) will always be subject to congestion. Thus, situation
III merely transfers capacity overload to a relatively near future,
with the precise date depending on the volume of passengers Q, ..

However, if funds were channeled toward situation IV instead
of toward situation III — that is, in the direction of underground
rapid transit, for example, rather than road solutions — a great part
of the demand for pendular movements would be shifted away from
surface modes to the new system, and thereby enhance the mobility
of city dwellers. The demand curve — and consequently the benefit
curve — would shift to position (SMB)A;y+4N,p and cross curve
(SMC) A;p+Nyp at point D, reflecting a total flow of car and bus
passengers equal to Q,_, at reference price Py_;, This flow is not
only substantially lower than the equilibrium flow of pendular
movements on surface routes, but even leaves surplus road space.*$
Situation IV therefore represents an integrated transportation system
in which the various modes (cars, buses and metros 20) are put to
best use in order to meet the demand for different volumes of daily
passenger flows and different types of trips.

3 — Conclusion: transportation systems and the spatial
organization of metropolitan areas

As emphasized throughout this study, transportation systems exert
a significant impact on metropolitan growth and urban land-use
patterns. The comparative social advantages of the alternative modes
listed in table 1 are graphically depicted in figure 9. Since the
horizontal axis (Q) now stands for the daily passenger flow per
kilometer, increases in () can be attributed to increases in the volume
of passengers per day, in the average distances traveled, or in both.
Thus, the characteristics of the various transport systems can be
related to different land-use patterns.

In situations 1 and II, cars and buses use an uncongested main
road network to link an infinite number of origins and destinations,
thereby offering maximum accessibility. The dense network, utilized
at relatively low social marginal costs, is highly efficient for non-
pendular trips. However, if the main road network serves the central
areas better than the metropolitan periphery, there will be only
limited dispersion of retail commerce, personal services and recreation-
al activities beyond the central business district. New business
districts may even appear within the metropolitan center. In contrast,

28 Even considering the lower private marginal costs in situation IV, it may
be advisable to continue imposing charges on private users (at the price level P,
of situation II) in order to reducc the attractiveness of private modes relative
to underground mass transportation.

20 Commuter trains might also be included.
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Comparative Social Advantages

Table 1

of Four Transportation Systems and of Polential Intermodal Schemes

Situation

Transporlation
Mode

Description of
Infrastructure

Type of
Movement

Social Marginal Costs
and Benelits

Not Marginal
Bencfit (Area)

II

III

III-A

1V

IV-A

1V-B

Cars
Cars and buses

Cars and buses

Cars and buses

Mass rail
transport

Cars, buses and
mass rail transport

Mass rail
transport

Denso network
Denso network

Denso notwork

Congested dense
network

Rarefied or lincar
network

Complementarity
betwoen long-dis-

tance linear traffic

and local traffic

Congested rarefied
or lincar network

Non-pendular
Non-pendular

Pendular

Pendular

Pendular

Pendular

Pondular

(SMB)I and (SMC)I
(SMB)II and (SMC)IT

(SMB)III and (SMC)III
up to Q.

(SMB)III and (SMC)III
above Q,

(SMB)IV and (SMC)YIV
botween Q, and Qs

{SAB)V and (SAC)IV
between Qg-; and Qs
(SMB)II' and (SMC)IIi,
hetween Q, and Q,-,

(SMB)IV and (SMC)IV
above Qs

JP,A
ABG

PCB

Loss

IED

HEIl' + F'DB

Loss
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if the dense network covers the whole metropolitan area, it will
favor the type of widespread dispersion observed in the United
States, %0

In situation II1, pendular trips are made along the same dense
network, but at higher marginal costs to the community due to the
larger number of vehicles in circulation. Even so, the system is still
efficient. As in situations I and II, however, if there is readier access
to the central areas than to the metropolitan periphery, the tendency
toward limited dispersion will be reinforced because the trend will
be extended to housing, as well as to secondary and tertiary activi-
ties.? In situation III, efficient utilization of existing road space
(and consequently the extensive use of intra-urban areas) is limited
by Q.. As of this point, if there is no support from mass linear
modes (commuter trains) or rarefied networks (metros), additional
passenger movements will be made at a net loss to the community.

Between points (), and Q,,,; (situation III-4), congestion can-
cels the possibilities that a dense road network offers for urban dis-
persion, if it is assumed that access to the peripheral areas is limited.
The outcome will be further concentration in the central areas,
where real estate prices will rise with traffic congestion. This partly
explains the recent patterns of metropolitan expansion in Brazil.
On the one hand, those in the middle and upper income hrackets
are willing to face high housing costs (paying more per square meter
and living in smaller apartments in densely populated areas) in order
to avoid the friction due to inefficient transportation and to take
advantage of the public and private services that are progressively
favoring the central areas. 32 On the other hand, those in the lower

80 The role of (ransportation systems in dectermining the spatial aspects of
metrapalitan grawth is emphasized by American writers. See, far instance,
A. Z. Guttemberg, “Urban Structure and Urban Grawth,” Joumal af the
American Institule af Planners, 1960, pp. 104-110.

Nanetheless, given the fact that grewth is a continucus process, mo strict
cause-and-effect relatianship can he established between the awvailability and
efficiecncy af transportatian services and land-use patterns. It shauld aisa be
barne in mind that the effect af a dense raad netwark varies with urban size.
In a city of ane hundred thousand inhabitants, far example, such a netwark
might lead ta an additianal cancentration aof activities in the central zones.
While the same might happen in a metrapalis of two millian, the net autcame 13
mare likely ta be a dispersion af activities.

21 An interesting histarical paint is that, until they were substituted by
buscs, strectcars cantributed ta dispersing activities and ta facilitating access
to the center city in Ria de Janeira.

82 It is precisely the envirammental attraction and grawing cancentration af
services in areas inhabited by the well-ta-da that has led ta real estate speculatian.
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income groups are obliged to live in the peripheral areas, where
both housing and transportation (commuter trains 3) are cheaper. 3
The slums located in central areas are something of an exception to
this pattern, frequently acting as the first locational choices of the
poorest migrants in order to eliminate transportation costs.

For pendular flows above Q,, the mobility of those who reside
in the peripheral areas can be guaranteed, and the rational use of
land in the central areas assured, only in the presence of efficient
mass rail transportation. Such a system, basically linear in design,
can meet a demand up to flow level Q, at a relatively graclual rise
in social marginal costs. More distant points can be reached at lower
costs, since traffic is channeled along corridors that link high loading/
unloading sites. In turn, new residential and employment centers
can be established, and the supply of urban space expanded as the
metropolitan limits push outward.

Considering that part of the pendular flow shifts from cars and
buses to the mass transportation system, for services Q, .,Q,, the net
social benefits resulting from adoption of the latter alternative will
rise from triangle JEI’ to triangle HEH’. Despite the reduction in
the net benefits derived from situation /7 (the curve drops to FDB),
the fact that the triangular area HEH’ is larger than the quadrilater-
al area FCDF’ indicates that this loss is largely offset. Furthermore,
in an integrated system in which metro (and/or pre-metro) and
commuter train services complement car and bus services, the net
social benefits related to pendular movements are actually represented
by the sum of the areas of HEH' and F'DB. This type of system
(designated IV-A in table 1 and figure 9) allows for dispersion not
merely at the intra-urban level as in situations I, 77 and 111, but on
the metropolitan scale.

It may therefore be concluded that, when the outer rings of a
metropolitan area are deprived of infrastruture in general and trans-
portation services in particular, the emphasis on conventional road
transportation solutions will further aggravate the metropolitan
center /periphery duality. Even the differences between 2ones within
the metropolitan center may be magnified, since varying degrees
of traffic congestion make some areas more amenable than others.

83 In Braiil, deteriorating rail services often oblige the poor to travel by bus
at a signifiant disadvaniage, given the fact that costs rise with increases in
the volume of passengers transported per kilometer by this mode.

34 Due to socio-cconomic dualism, in the developing countries, the poor have
little chance to take advantage of the trade-off between living space (housing
costs) and accessibility (transportation  costs) .
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This vicious circle can be broken only through the introduction
of rail or non-conventional bus solutions that allow for gains in scale
along high-density corridors. Such solutions should be designed to
promote rational metropolitan growth via decentralization, which can
be achieved by integrating mass transportation with new employ-
ment poles and thereby inducing far-reaching changes in metropoli-
tan locational patterns.
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A mixed-integer programming model for
the Brazilian cement industry *

Christine Ann Assis **

1 — Introduction

Most planning for the installation of new industrial plants is done
by examining each project separately. Future demand for the product
is projected, and the cost structure of the plant is analyzed to see if
the project is viable. From the point of view of the national economy,
this method has several faults. First, it isolates the project for one
plant without studying demand and supply for the entire sector.
Second, no account is taken of demand and supply conditions for
intermediate products. Third, traditional methods of evaluation
permit considering only one scale plant at a time. Fourth, such
methods exclude dynamic planning which covers changes in the
relevant variables over time. In all, traditional methods do not look
at the trade-offs among timing, scale, and locations for the whole
sector, and because of this may not minimize costs for the sector
over the long run.

In order to correct these problems, this study develops a mathe-
matical programming model in which total costs of investment,
production, transportation, importing and exporting are minimized

¢ This article was taken from the author’s Ph.D. thesis by the same title
(The Johns Hopkins University, May 1977) . The author would like to thank
her advisers, Drs. Bela Balassa and Charles Mallar, for their comments and
criticism. Thanks are also due to Mr. Ardy Stoutjesdijk and Mr. Alexander
Mecraus of the Development Research Center (International Bank for Reconstruc-
tion and Development) and to the Center for the use of their computer for
the estimation of the model. The author alsa thanks Dr. Clovis de Faro,
IPEA/INPES, for his comments on an earlier version of this paper.

®® Assistant Professor, Department of Industrial Engineering, Pontiffeia Uni-
versidade Catdlica, Rio de Janeiro.
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over time. The period to be analyzed is from 1976 to 1990. Economies
of scale are assumed to exist in investment costs. Therefore, linear
programming, in which all costs must remain constant over changes
in scale (i.e. proportional to output), is not an appropriate form
for the model. Thus, mixed-integer programming is used. In this
type of programming, some variables must take on the integer values
of zero and one, whereas other variables are allowed to be continuous.

The model is in a general form which can he applied to any
industry. In order to estimate the model, the Brazilian cement in-
dustry is chosen as an example. Various aspects of the model make
it particularly relevant for the analysis of this industry. The model
allows one to examine the possibility of clinker shipment from
limestone-abundant regions to limestone-poor regions. Clinker is the
intermediate product from which cement is made. It can be shippad
more easily than cement since no particular care must be taken to
keep it from getting wet and because it can be shipped in bulk.
No clinker is currently being shipped in Brazil, but the government
has plans to encourage such shipment.! The second problem which
is particular to the cement industry is the influence of fuel oil
prices on the total cost of cement. Fuel oil is the most important
input, by cost, in the manufacture of cement. Since Brazil must
import 809, of her oil, the decision to produce or import cement
must be made by valuing fuel oil at its economic cost rather than
at the current price being paid by the cement producers.

The remainder of this paper is divided into five sections. In
section 2, the specification of the model is presented. The model
follows in section 3. A description of the data needed to estimate
the model is found in section 4. In section 5, the versions of the
model and the solution proccdure are discussed. Finally, in section
6 the conclusions are presented.

2 — Specification of the model

Due to the large size of the country and the lack of a good trans.
portation system between the North and the South, the study includes
only the latter. Eighty-five per cent of cement demand originates in
the South, which includes nine states (Minas Gerais, Espirito Santo,
Rio de Janeiro, Sdo Paulo, Parand, Santa Catarina, Rio Grande do
Sul, Mato Grosso, Goids) and the capital, Brasflia (Distrito Federal).
Thirty-one of a total of 42 existing locations of cement plants are
in this region, and plants in six more locations are scheduled for
completion by 1978.

1 Banco Nacional do Desenvolvimento Econdmico (BNDE), Portaria 4/74, “Crité-
rios de Prioridade para o Subprograma Cimento, Programa de Insumos Bisicos.”
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The set of demand locations includes one location for each
state and one for Brasilia. Since the Brazilian population is concen-
trated mainly in the state capitals, we will use the capitals as demand
centers for calculating transportation costs.

Of the 37 plant locations, 23 have been eliminated as sites for
future expansion. Some of the sites eliminated are located in popu-
lated areas where expansion is restricted due to public feelings about
pollution (e.g. the plants in Contagem, MG, and Sio Paulo, SP).
Others were eliminated due to lack of limestone for expansion at
the site and transport cost considerations. Finally, computational
considerations made it necessary to limit the number of expansion
sites in order to maintain the number of integer variables at a
reasonable level (see section 5).

One final product is considered: a metric ton of cement.
Although three types of cement are produced in Brazil (common
portland, pozolanic, and slag), the user views these as perfect sub-
stitutes. Some white cement is made by one plant, but this is used
mainly for decorative purposes. Because production and demand are
so small, white cement is not included in this model. Although
189, of all cement shipments are made in bulk, data are not available
to estimate separate demands for cement in sacks and cement in
bulk.

Only one intermediate product is present in the production of
cement. Clinker is the product which leaves the kiln. After it is
ground with gypsum, it is called cement. Although some countries
ship large amounts of clinker, Brazil has never shipped clinker
among factories. We are including clinker as an intermediate product
that can be traded among factories mainly because we feel that
shipments of clinker to the South of Brazl, where they can be
ground with pozolanic rock, may be a feasible alternative for in-
creasing production where limestone is not readily available.

Inputs are divided into two categories: those that are solely
domestic (limestone, gypsum, electricity, labor, and miscellaneous
inputs) and those that are imported (fuel oil). Some inputs do not
include a transport cost, for example, labor and electricity. Other
inputs are a small portion of total costs. For these, the input price
includes the average transport cost to the plant. This is not a
serious assumption and greatly reduces the size of the model since
supply sites for the inputs do not have to be included in the model.
But for limestone and fuel oil this assumption would not be accept-
able. First, we would like to differentiate among plants due to their
limestone costs. The transport cost is 509, or more of the limestone
cost to a plant. Second, fuel oil is the most important (by cost)
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input into making cement. Since fuel oil must be shipped from the
coast, this greatly increases the costs of the plants located in the
interior of the country.

Each plant is divided into two productive units. The first unit
produces clinker by using capacity in the quarry, raw-grinding and
kiln sectors. The second makes cement by utilizing capacity in the
clinker-grinding and shipping sectors.

The model covers the period from 1976 to 1990. This time span
is divided into five periods of three years each. Planned expansions
for period one (1976-1978) are assumed to begin production as sche-
duled during that period. In the following four periods, the decision
to construct new plants must be made. The length of the period
is three years since this is the approximate time needed to plan and
construct a new cement plant.

Only one export market is included in the model since exports
have never been of great importance. This market can be reached
by shipping to the nearest port. The bound on exports will increase
as a fixed proportion of Brazilian demand.

3 — The model

The objective function to be minimized is

]
Min ¢ = ‘?1 & (fue + bt + S+ D — b0

where the index ¢ measures time periods, such that time period one
is 1976 to 1978, There are five time periods each three years long.

The total costs to be minimized are: capital costs (g¢ye), do-
mestic resources costs (g¢,;), transportation costs (¢,), import costs
(¢me) - From this sum the export revenues (¢,) are subtracted.
Each cost item (¢xr, ¢rts & o, Pmts ¢ o)+ is calculated for the midpoint
of each period (e.g. 1977 for period one), which is assumed to be
an average value for the period. The discount factor &, discounts
costs to 1974 by using a formula calculated on an annual basis
rather than on periods. The discount rate is 8%, per year.2 There-
fore E represents total costs incurred from 1976 to 1990 discounted
on an annual basis to 1974.

2 This rate was chosen because it reflects the rate paid by Brazil on external
bonds during this peried. For example, in December 1972, Brazil offered $35
million in external bonds at B.25% interest with maturity in December 1987.
Other bonds were offcred during the early 1970s with interest rates varying
from 7 to 8% per year.
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The effect of economies of scale on investment costs is to cause
these costs to increase less than proportionately as capacity (h)
increases. In order to incorporate these economies of scale into the
model, investment costs must be linearized (see section 4 for how
this was done). The result of the linearization is a fixed-charge
function in which the fixed charge (w) represents the intercept
of the function and the variable cost (v) represents the slope.

du= L 2 Om (wmit Ymie + Vmis Rmi) L8 T 1)
ie] medf

Set I is the set of plant locations, and set M is the set of plant
sectors (or machines). The variable y is restricted to the values
zero or one. When new capacity is to be constructed (i. e., & > 0),
then the entire fixed-charge must be accrued (y = 1). When no
new capacity is to be constructed (h = 0), then no fixed-charge
is paid (y = 0). The capital-recovery factor (o0,) is used in order
to convert capital costs into an equal stream of annual payments
(¢x) which is sufficient to repay the original cost (¢,) and the
interest payments over the period the equipment is in use. Therefore,
the capital recovery factor is

S _ p(1+p)°m

’ -—
- I+ p°m—1
where
p = rate of interest
Z,, — life of the investment

When Z, equals 25 years and the rate of interest is 8%, the
value of the capital recovery factor is .0937.2

Domestic resource costs are those of the domestic inputs used
in production. =

¢ =L X Peitleit teT @
cald  $87
where
pas = price of domestic inputs paid by plant i at time ¢
d,s = purchases of domestic inputs by plant i at time ¢
C,s = set of domestic inputs

8 A real rate of interest of 8% corresponds to the lending policy of BNDE:
monetary correction plus 8%, During 1978 inflation was at a level that the 20%,
limit on monetary correction was not effective,
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Transport costs (¢,) must be calculated for final goods, inter-
mediate goods, and inputs.

where

Xeijt

tojt

m,”
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transport cost for one unit of product ¢ from plant i to
demand center § during time ¢

number of units of good ¢ shipped from plant i to de-
mand center j during time ¢

transport cost for one unit of imported product ¢ from
the port of entry nearest the demand center j during
time period ¢

number of units of good ¢ imported and shipped to de-
mand center § during period ¢

transport cost for one unit of good ¢ between plant i
and the nearest port during time ¢

number of units of good ¢ exported from plant i during
period ¢

number of units of good ¢ imported by plant i during
period t

transport cost for one unit of intermediate product from
plant i to plant i’ during period t

number of units of intermediate product shipped from
plant ¢ to plant {* in time ¢

transport cost from nearest domestic supply center to
plant ¢ in period t



C, = set of final goods

Cn, = set of intermediate goods
C,, = set of imported inputs
J — set of demand centers

Import costs (¢m:) are the sum of the cost of importing final
goods, intermediate products, and inputs,

P = 2 2 Drmejt Mejy + 2 X Dimeit Meit lteT 4)

caCy jaJ ceCrp UCwmy sl
where
Pmop¢ = import price of final good ¢ during time period ¢
DPmeie — import price of imported inputs and intermediate products

during period ¢

Revenue from exports (¢,) is included as

fu= X X Pt teT (5)

CeCr UCq  ial

Exports include final goods and intermediates where

P, = price for exparted good ¢ during time ¢

This objective function must be minimized subject to seven
types of constraints: (1) material balance, (2) capacity, (3) market
requirements, (4) export bounds, (5) maximum investment, (6)
integer, and (7) non-negativity.

Material balance constraints. The material balance constraints
for final products state that production of a final good must be
greater than or equal to domestic shipments of the final good plus
exports.

Y Gpulon 2 z Tzt ecir ceCy 6
pePy ot

1el

teT
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where

2,y = the input-output coefficient for good ¢ in process p
at plant { during time ¢ (ay is negative for an input,
positive for an output)

Z,e = alevel of production of one ton in process p at plant
i during time ¢

= set of processes for plant i

For the intermediate product clinker, net output at a clinker
plant { plus clinker shipments from plant i (&’ »& i) to plant i
plus imports to plant : must be greater than or equal to clinker
shipments from plant ¢ to plant {* and clinker exports from plant i.

2 G Zput X Tapi+ M2 X T+ e
peP; v :
T T
ceCpn @
el
leT

By net output of clinker, we mean that produced by the plant
which is not used in cement production. If net output is negative,
then interplant shipments and imports must be positive.

For domestic inputs, the material balance constraints state that
purchases of these inputs must be greater than or equal to their use.
(The ay, are negative for inputs.)

p Qe pit zyil +dy>0 ceCy (8)
peP¢

tel

te®

For imported inputs, the material balance constraints state that
imports of these inputs must be greater than or equal to their use.

> Cepit z;m+ My 2 0

pePy
ceC, (9)
1el
te®
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- Gapacity constraints. Total capacity required in each plant in
each productive unit during each time period must be less than
or equal to initial capacity plus the difference between capacity
expansion (hn) and retired capacity (Sm) during all previous
periods.

2 bmm‘l Zp-l e k-u + Z: (hmil‘ - smil') =+ 2 Ymit!

meM (10)
1el
teT
where
k,. = initial capacity at plant §
yYmie = required additions to capacity in machine m at plant
{ during time ¢
baou = required capacity in machine m at plant i during time

t (in tons)

Since various plants have plans for increasing capacity in 1976
to 1978 (our period 1), it is assumed that these plans are fixed and
will be completed on time so that they will form part of effective
capacity during period one. Therefore, in period one, capacity will
be &y + Ymts + Pmis — Smie It is initially assumed that fixed
additions to capacity occur only in period one (i.e., Yau = Ymu =
= ... = Ymis = 0). In another version of the model, certain fixed
additions are required in period two, and the effect of this on. the
minimum cost of the investment program is determined. This is
done by including pasitive values for the y's in period two.

It is also assumed that no capacity is retired (Sm = 0) during
the period. Since the forecast period is only 15 years long, this
is a reasonable assumption.

Market requirements constraints. Each demand center must re-
ceive at Jeast the quantity it requires of each final good. Since demand
can be satisfied by domestic shipments or imports, the market
requirements constraint states that the sum of the shipments of the
final good from each plant to one demand center § plus imports
to that center must be greater than or equal to the demand for the
final good at the demand center during time ¢.

g Teijt + Met 2 Teja ceC (11)
(1]

jed

teT

199



where 1 oy = required demand of final good ¢ at demand center j
during time ¢.

Export bounds. In order to limit exports to reasonable levels,
bounds must be placed on the amount that can be exported. If no
bounds were placed, the model would imply that very large amounts
could Le exported without affecting the export price. Since the

export price is a parameter in this model, bounds will be placed
on the level of exports.

E Ceit S & ce Cj UC,,. (12)
teT
where g, — upper bound on exports of good ¢ during time period ¢.

Maximum investment constraints. An upper bound must also
be determined for the maximum investment at one location during
one time period. This bound should be based on the largest capacity
which is used to calculate the investment function. Since the invest-
ment function is only valid for the range of capacities that was

used to estimate it, the largest capacity should be used as the upper
bound on investment.

Bmiy < Znu'l Ymit meM
iel (13)
teT
where

Rmit = 2640 thousand tons

Integer constraints. The fixed-charge variable must be constrain.
ed to be either zero (no fixed charge occurs when capacity expan-

sion is zero) or one (the total fixed charge occurs when there is
any increase in capacity),

Ymi = 0 or 1 meM
iel (14)
teT
Non-negativity constraints. Finally, the variables must be con-
strained to be non-negative.
Zip Teijpr €civr Meirt Mejte Bomivr Qeits Ynmiv (15)
Tive 2 0
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4 — Data

In order to obtain the most accurate solution possible, attention
must be paid to the collection of data and the estimation of the
parameters. The data necessary for the estimation of the model are:
plant capacities, demand projections, input-output tables, domestic
and import prices, capital costs and transportation costs.

Plant capacilies. Information on plant capacities in 1974 was
furnished by the Sindicato Nacional da Indistria de Cimento
(SNIC), the cement producers association. This organization also
furnished a projection of capacity expansion through 1981.

Fourteen locations were chosen as expansion sites: Pedro Leo-
poldo, MG; Mesquita, MG; Uberaba, MG; Carandal, MG; Lagoa
Santa, MG; Cantagalo, R]; Jacupiranga, SP; Apiaf, SP; Capio Bo-
nito, SP; Salto de Pirapora, SP; Rio Branco do Sul, PR; Campo
Largo, PR; Canoas, RS; Corumb4 de Goiis, GO.

Demand estimates. Demand for cement is estimated by using a
pooled time-series cross-section model with observations for nine
states and seven time periods (1968 to 1974).4 Due to the special
nature of the construction of Brasilia, data for that city are not
included in the pooled model. The equation estimated was

log CON = 1.762 + .915 log RYC + (dummy variables [—.83]
[3.32] for the slope and intercept of cach of eight

states)
R3 — .947
DW = 1.880
where

CON = per capita purchases of cement in kilograms

RYC = per capita state income deflated by wholesale price
index for products for domestic use (Column [12],
Conjuntura Econdmica).

Using the estimated income elasticity (.915), two demand fore-
casts are made for the period from 1975 to 1990. One forecast
(hereafter called “demand I1") was based on the assumption that
real per capita income will grow at the rate of 5%, per year. Since
the average rate of population growth is 2.99, this assumption

¢ Instituto Brasileiro de Geografia e Estatisti@ (IBGE), Anudrio Estatistico
do Brasil, 1974.
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amounts to an annual growth rate of approximately 89, for gross
national product. The other forecast (“demand II") is based on
a growth rate of 79, for per capita income.

For Brasilia, a better explanation of cement consumption is
obtained by regressing total consumption on real federal govern-
ment expenditures. This relationship, though, is not expected to
continue through our entire prediction period. Therefore, it is as-
sumed that total cement consumption will increase either 109,
(demand I) or 149, (demand II) per year.

Demand assumption I predicts that total cement consumption
for this region will be 38.671 thousand metric tons by 1989. This
is a 2089, increase over the 1974 amount, or a growth rate of 7.89,
per year. For demand assumption 11, the increase over 1974 is 3029,
or a growth rate of 9.7%,.

Input-output tables and domestic prices. The southern part of
Brazil has been divided into four regions based on the quantity and
accessibility of limestone in each. Region one consists of the states
of Minas Gerais, Espirito Santo, Rio de Janeiro, and Sio Paulo. The
states of Goids, Mato Grosso, and the federal capital, Brasilia, make
up region two. Region three is composed of Paranid and Santa Cata-
rina. The state of Rio Grande do Sul is region four. Each of the
plants in a region is assumed to use the same processes. For each
region there is a set of input-output tables for the production of
clinker and cement. SNIC developed these tables by taking the
individual tables for each plant and weighting each coefficient by
the plant's contribution to total output.

The prices of the inputs are also the weighted averages of the
actual prices paid by the factories, and they include the trans-
portation costs. These data were also compiled by SNIC.

The major inputs into the cost of clinker are: labor (5.9 to
17.7%) , limestone (.5 to 15.29%), fuel oil (56.6 to 77.5%,), elec-
tricity (4.6 to 11.7%,), and grinding media and kiln lining (1.8
to 7.89,). Other expenses are for sand, clay, slag, iron ore, diesel
oil, grease, gasoline, coal, and explosives. Transportation for all
inputs except limestone and fuel oil are included in their costs for
these two inputs. Transportation costs are calculated separately.

The major inputs into the production of cement are: clinker
(71.6 -to 78.9%,), labor (1.1 to 2.2%,), gypsum (1.4 to 3.8%,),
electricity (2.8 to 5.7%), grinding media (1.5 to 2.99%), and
sacks (9.7 to 13.6%,) . Twenty sacks are used to bag a ton of cement.
Other costs include slag, pozolanic rock, diesel oil, grease, and
chemicals.

Import prices. The prices at which clinker and cement could be
imported into Brazil are impartant because the level of these prices
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will determine whether new plants will be constructed or not. Since
Brazil has not imported large amounts of cement in recent years,
the import prices were calculated by estimating European export
prices and the freight rate to Brazil.

Due to the uncertainty in predicting future import prices, the
model is estimated using two different sets of import prices. For set
one, the cement import price is US§ 40 per ton, and the clinker
import price is US$ 85 per ton. This corresponds to a European
export price for cement of US$ 24 and for clinker of US§ 22. (Bagged
cement is more costly to ship than clinker, which is shipped in bulk.)
For the other set, the cement import price is US§ 45 per ton, and
the clinker import price is US$ 89.88. This corresponds to an export
price of US$ 29 per ton of cement and US$ 27 per ton of clinker,

Fuel oil is the only imported input used in cement production.
Since the 1974 import price was not available, we took the 1978
price of imported fuel oil (CIF) into Brazil, US§ 44.68 per ton,
and inflated it by the United Nations fuel oil price index. This
results in a price of US$ 111 per ton. This price is used in the model,
and domestic transport cost is added for those plants that are not
on the coast.

Export prices and bounds. Since the southern region of Brazil
has never been a large exporter of cement, it was decided to limit
exports to 3%, of projected demand in each period. In order to
compete with exports from Europe, Brazilian cement could not cost
more than US$ 25 per ton (FOB) if we assume a European export
price of US$ 24 per ton. Clinker would have to be priced at US§ 22
per ton. If it is assumed that the European export price is US$ 29
per ton, then the Brazilian export price could be US$ 30 per ton of
cement or US$ 26.25 per ton of clinker.

Transportation costs. In the model, transportation costs for
cement, clinker, fuel oil, and limestone are minimized. Since a
complete shedule of rates between all locations is not available, it
is necessary to estimate the cost of shipping one metric ton one
kilometer. To do this the total transport cost per ton (COST) is
regressed on the distance in kilometers (KM) in order to obtain
a {ixed cost (a) and a variable cost per kilometer (b).

COST = a+b (KM)

The estimated coefficients are then combined with a table of dis
tances to obtain complete estimated transport cost tables.

Investment costs. Investment costs are included in the model
by means of a fixed-charge function which linearizes the effect of
economies of scale on the investment costs (C):

C=wy+uvh

203



where the definitions of the variables are the same as in section 3.
The data used to estimate this function for the two sectors of the
cement plant (clinker production and clinker grinding) were fur-
nished by a cement equipment manufacturer who has produced two-
thirds of the equipment used in the Brazilian cement industry. The
costs included are for cement-making equipment (grinding mills,
Xilns, etc.), auxiliary equipment, spare parts, electrical equipment,
process-control equipment, erection, civil engineering, roads and
fences, water-supply plant, purchase of the quarry, opening of the
quarry, quarry equipment, offices, laboratory, repair shop, freight,
insurance, consulting engineer's fee, contingencies, and working
capital.

Exchange rate. The exchange rate used is the official rate for
December 1974: Cr$ 7.827 — USS$ 1.000. All costs are in terms of
1974 cruzeiros.

5 — Estimation of the model

Since the solution of the model depends crucially on the projec-
tions for cement demand and on the import prices for cement and
clinker, the model was solved several times using different values
for these parameters. In all, the model was solved 12 times.

Two sets of demand projections are used. For each set of pro-
jections, the model is estimated five times. Two different import
prices for cement are used, and for each import price, the model
is estimated twice. For the first version, a US§ 45 per ton import
price for cement is used and increases in demand are satisfied com-
pletely by imports. This version is called the “all import model”,
and it serves as a basis for comparison with the model described in
section 3. The second version allows for the construction of new
plants or imports. This model is described in section 2 and is called
here the “investment model”. If new investment in the Brazilian
cement industry is to be undertaken, then the cost of this version
must be less than the cost of the all import model. The third
version of the model estimates the all import model using a US$ 40
per ton import price, and the fourth version estimates the investment
model while specifying a US§ 40 per ton import price. The fifth
version does not allow for any imports; all increases in demand
must be met by construction of new plants. This version, the “no
import model”, also serves as a basis for comparison with the esti-
mation of the investment model.

Besides the 10 solutions described above, two other versions
(one for each demand projection) are estimated. In these, capacity
expansion in period two is limited to those projects which have been

204



approved by the government and which are to begin production
by 1980. For periods three to five, the same assumptions hold as
for the investment model with the US$ 40 import price. The ap-
proved projects include expansions of 700 thousand tons in Jacupi-
ranga, SP; 350 thousand tons in Capdo Bonito, SP; 350 thousand
tons in Rio Branco do Sul, PR; and 170 thousand tons in Canoas,
RS. Also, a new plant of 700 thousand tons is planned for Salto de
Pirapora, SP. Loans for expansions beyond 1980 have not becn
approved. These versions are called the “approved projects models™.
The solutions to these versions are compared to the investment model
solutions to determine the efficiency of the project selection process.

The model was solved on a CDC 6000 computer by using the
APEX linear programming system. The algorithm used for mixed-
integer programming (MIP) was “branch and bound”. Due to the
large number of integer variables, it was not possible to examine
enough nodes to prove that the global optimum had been found.
For each model the algorithm found one or two integer solutions. A
solution was chosen so that it was within 2%, of the optimal solution
to the corresponding linear program (the linear program which would
result if the integer constraints were dropped) . The optimal solution
of the corresponding linear program (LP) is the minimum value
for the optimal solution to the mixed-integer program. Therefore,
the optimal value of the mixed integer program must lie between
the optimal solution to the linear program and the solution we
have found. Indeed, as it is possible that a solution which has been
found by this method could be the global optimum, but without
allowing the algorithm to terminate (which would involve a large
amount of computer time), it is impossible to prove that a solution
is the global optimum,

Since the APEX system calculates Driebeck/Tomlin penalities
at each node, it is expected that the first integer solution obtained
will be a good one. Each penalty is the lower bound on the total
change in the value of the objective function if the variable being
examined were forced to take on an integer value. The algorithm
chooses as the next variable the one with the largest penalty in
one direction or another. Branching is done in the opposite direction
of the largest penalty. Since the algorithm tries to find an integer
solution as quickly as possible, it works directly down a branch
without backtracking.

Because the amount of computer time depends crucially on the
number of integer variables, limiting the number of these variables
would lower the cost of each solution. For the model there are 112
integer variables (14 locations, two sectors, four time periods). For
11 of the 14 locations there is no reason to build one sector without
the other. In each of these cases the cost of imported clinker is
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higher than the local production cost, so that clinker would not
be imported and ground at the site. Also, none of these sites has
a production cost which is high enough to make interplant shipments
possible. For each of these 11 locations, a constraint was added to
the model:

Yeir — Vit = 0 i=1,...,1
t=2 ...,6

This constraint states that if the integer variable for the cement
sector (Yn,) is onc (zero), then the integer variable for the clinker
sector (yxy) must also be one (zero). Either both sectors or neither
must be built. Including these constraints eliminates 44 decisions
from the model, leaving 68 decisions.

For the other three locations, this system cannot be used. Two
of these locations (Apiai and Capio Bonito, SP) are located within
the distance it is possible to ship clinker to the South of Brazil.
Therefore, the possibility of producing only clinker at these sites
must be included. The last site is Canoas, RS, which can receive
clinker from Apiai and Capio. Here the possibility of constructing
just a clinker-grinding (cement production) sector must be included.

In order to reduce the number of integer variables even further,
the models were first run as linear programs (i.e. without the
integer constraints) . By examining the values of the integer vari-
ables, it was decided to eliminate those whose continuous values
were zero or very small. When the model was rerun with the integer
constraints, these variables were set eqnal to zero. In most cases the
alternatives which were eliminated were in the earlier periods and/or
locations in the state of Minas Gerais (where initial capacity exceeds
demand in all subsequent periods) .

6 — Conclusions

By comparing the total costs of the three models, it can be seen
how much costs increase if either the no import model or the all
import model is chosen as a development strategy rather than the
investment model. (Since the investment model allows for imports,
exports and production, the total cost of this model must be less
than the total costs of either of the other two models.)

Of the three models, the most expensive is the all import model
(see table 1). With a US§ 40 per ton import price, this model is
1.7%, (8.2%,) more costly than the investment model if demand I
(demand II) is assumed. When the import price is US$ 45 per ton,
the all import model is 4.4%, (7.0%,) more costly than the invest-
ment model with demand assumption 1 (II).
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Table 1

Total Costs for Periods One through Five
(Discounted to 1974)

Demand 1 Demand II
(Cr$ 1 000)
USS 45/Ton Import Price
All Import Model 50 570 530 63 010 594
Investment Model 48 431 856 58 879 433
USS 40/Ton Import Price
All Import Model 48 780 700 59 996 364
Investment Model 47 946 382 68 114 897
Capacity in Period 2 Set to Approved
Projects 52 253 448 62 517 346
No Import Model 48 771 211 59 637 944

Although the no import model is more costly than the invest-
ment model, the difference is not very large. When demand grows
as is assumed in demand assumption I, the no import model is 1.7%,
(-7%) more costly than the investment model which assumes a
US$ 40 (US$ 45) import price. For demand II, the no import model
is 2.69%, (1.3%,) more costly than the investment model with a
US$ 40 (US$ 45) impart price. The higher the import price, the
less the difference in cost between the no import and the investment
models.

As can be seen in table 1, an increase in the growth rate of real
per capital income from 5%, (demand I) to 7%, (demand II) causes
total costs to increase 24.69, (23.09%,) for the all import model
with the US$ 45 import price (US$ 40); 21.69, (21.29%) for the
investment model with the US$ 45 import price (US$ 40); and
22.39, for the no import model. This means that a 2%, increase in the
rate of growth of per capita income results in a 1.8, (for the
investment models) to 1.5%, (for the all import models) annual
cost increase.

If capacity expansion in period two is limited to those projects
which have been approved, then total costs increase 9.0%, (7.6%,)
over the investment model for demand I (demand II) with a US§ 40
per ton import price. The increase is less for demand II since the
fixed additions are a smaller part of total capacity expansion. This
increase in costs is an indication of the importance of economies
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of scale. Since the required expansions in capacity range from 170
thousand tons in Canoas to 700 thousand tons in Jacupiranga and
Salto de Pirapora, all are much smaller than the maximum size
plant (2640 thousand metric tons) . Although the five smaller
expansions cause some savings in transportation costs, this savings

is far outweighed by increases in investment costs due to construction
of less than maximum size plants.

Clinker shipment. Besides allowing comparisons of the various
versions of the model, the solutions allow one to analyze the pos-
sibility of interplant clinker shipments. Only two of the plants in
the northern region lie within a distance that make it profitable
to ship clinker t0 Rio Grande do Sul. Although the variable cost
difference between plants in Sdo Paulo and Minas Gerais and plants
in Rio Grande do Sul is Cr$ 87.30 per ton of clinker (Cr§ 230.54
as compared with Cr§ 143.24), the cost of rail shipment limits the
maximum distance clinker can be shipped to approximately 1200
kilometers. Shipments can be made between the plants in Apiai and
Capio Bonito, Sio Paulo, and the plant in Canoas, Rio Grande do
Sul. For the investment models, the minimum cost solution is to
construct clinker-grinding facilities in Rio Grande do Sul and to
import the clinker. A US$ 40 per ton (US$ 45) import price for
cement amounts to a US§ 35 per ton (US§ 39.60) import price
for clinker. If no imports are allowed, then shipments of clinker
originate in Apiai, SP. Although Apiaf produces clinker at a cost
of Cr§ 220.51 or US§ 30.10 per ton, including the investment cost
of a maximum size plant, the transport cost is Cr$ 85.31, for a
total delivered cost of Cr§ 305.82 (US§ 41.74) . Therefore, clinker
shipment to the South is profitable only if no imports are allowed
or if clinker cannot be imported for less than US§ 41.74.

Locations and timing. All versions of the model select Salto
de Pirapora and Capao Bonito to serve the Sio Paulo market; Co-
rumbd de Goids to supply the western states of Goids, Mato Grosso,
and Brasilia; Canoas to grind clinker which is imported or shipped
from Sio Paulo; and Apiaf to supply clinker to Canoas (in the no
import model) or cement to Sao Paulo and Parand. The no import
models also choose Cantagalo to serve the market in Rio de Janeiro.
When demand assumption 1I is made, Jacupiranga is also selected
to serve the Sio Paulo market.

Salio is chosen to serve Sdo Paulo since it is located closest to
the city of Sdao Paulo (120 kilometers as compared with 210 for
Capio, 270 for Jacupiranga, and 340 kilometers for Apiaf). The
state of S3o Paulo has the largest demand for cement. When demand
I is assumed, in 1977 demand is 6 827 thousand tons. This rises to
17 260 thousand tons by 1989. To keep up with this demand, four
maximum size plants must be built. For the investment model with
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the US§ 40 import price, two maximum size plants are built at
Salto (in periods three and four), one at Capao (period five), and
one at Apiaf (period five). When the import price is increased to
US$ 45 per ton, another plant is built in Capao during period four.

If no imports are allowed, Apiaf is selected to ship clinker and
a plant is constructed in Cantagalo to serve the market in Rio. The
second plant at Cap3o replaces the shipments from Apiaf and the
plant in Cantagalo replaces the shipments from Capdo to Rio.

Also for demand I, one plant of 2171 thousand ton capacity
is built in Corumb4 de Goids. (The size of the plant increases by
280 thousand tons when the import price increases.) This plant is
built in period four and serves the market in Goids, Mato Grosso,
and Brasflia. Together, the demand in these three states rises from
1 382 thousand tons in 1977 to 3 881 thousand tons in 1989. This
increase is satisfied by construction of the plant in Corumbi and
by shipments from existing plants in Minas Gerais.

‘When imports are allowed, a clinker-grinding sector is cons-
tructed at Canoas which can produce 1 664 thousand tons of cement
per year. The sector is constructed in period four. In periods two
and three, cement is imported into Rio Grande do Sul. For the
no import model, clinker-grinding sectors are constructed in period
three (1590 thousand tons) and in period four (I8938.9 thousand
tons) . This plant also satisfies part of the previously imported
demand in Santa Catarina and Paran4.

When demand assumption II is used, demand in Sdo Paulo goes
from 7 072 thousand tons in 1977 to 20 817 thousand tons in 1989.
Therefore, one more plant must be built to meet the increase in
demand. This plant is constructed in Jacupiranga. Besides this plant,
the model which has a US§ 45 impart price constructs a plant in
Campo Largo, PR to replace imports into that state. For assumption
11, demand in Parani increases from 1027 thousand tons in 1977
to 3 316 thousand tons in 1989, or 748 thousand tons over the increase
predicted by assumption I. The construction of this plant is now
profitable because thc average investment cost per ton of capacity
for a plant of 2648.7 thousand tons is Cr$ 23.58 per ton per year
less than that for a plant with a capacity of 748 thousand tons less.

The sites not chosen by the model are those in Minas Gerais
and in Rio Branco do Sul, PR. The sites in Minas Gerais are not
chosen because demand in that state increases only 2 278 thousand
tons (3 574 thousand tons) when demand I (demand II) is assumed.
Since existing capacity in the state in 1977 is 6 560 thousand tons,
all increases in state demand can be met by using this capacity. Less
shipments are made to Rio and Siao Paulo, where new plants are
constructed.
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As long as adequate quarries are located closer to the main
demand centers of Sio Paulo and Rio, expansion in the state of
Minas Gerais should be limited to increases in that state’s demand.
The increase in transportation costs is large enough not to warrant
more expansion in that state at this time. When nearby quarries
are exhausted (probably not for another 25 years), then the optimal
solution would be to haul clinker from the state of Minas Gerais
to Sdo Paulo and grind it with gypsum at these sites. Since gypsum
comes from the North of Brazil to the ports of S3o Paulo and Rio,
this would save the transport cost from the coast to Minas Gerais.
More savings would result since clinker is less costly to ship than
bagged cement and since there are no moisture problems in storage.
Therefore, the least cost solution would be to operate grinding facil-
ities in these cities.

The location of Rio Branco do Sul, PR is not chosen because
demand in that state increases just enough to justify construction
of one plant of optimal size.

Scale. The solutions of the model provide two indications of
the importance of economies of scale. One is the choice of scale:
plants are never chosen with a capacity of less than two million
tons. The other indication is the solutions of the approved projects
models. The costs of these models, which specify construction of
smaller than maximum size plants, are much larger than the costs
of the corresponding investment models.

Those plants that are constructed in Salto de Pirapora, Apiai,
Capdo Bonito, Jacupiranga, and Cantagalo are always of maximum
size. The exception to this is for Capdo Bonito and Cantagalo, where
two maximum size plants cannot be constructed due to the constraint
on limestone extraction. The second plants, though, are larger than
two million tons of capacity. Since demand is not very large in
the western states of Goids, Mato Grosso, and Brasflia for demand
assumption I, a less than maximum size plant is constructed at Co-
rumbd de Goiss. This plant is not constructed, however, until
demand is suffictent to warrant construction of a plant with over
two million tons of capacity. The clinker-grinding facility at Canoas
is not constructed until it can be built at approximately 1 500 thou-
sand tons of capacity. Before this, it is less costly to import cement.

Due to the importance of economies of scale, incentives should
be given to increase the capacity of future cement plants up to
the maximum capacity offered by the producers of cement-making
machinery. Demand is growing at a rate which is adequate for the
installation of maximum size plants.

Imports. As demand increases from 1977 to 1989, cement imports
become more important. For the all import model, by period five,
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imports reach 20 million (32 million) tons per year if demand
assumption I (II) is made. This amounts to 52.49, (68.5%,) of
total consumption. With demand assumption I and the US$ 40/
investment model, cement imports amount to 11.5% of total con-
sumption by period five. This falls to 3.79, if the import price is
raised to US$ 45 per ton. The corresponding numbers for demand
assumption II are 18.99%, and 2.7%,. Imports are a smaller percentage
for the US$ 45/investment model since the larger increase in demand
causes construction of a plant in Parand which replaces imports into
that state. With either demand I or a US$ 40 import price, this
plant is not profitable.

For the approved projects models, cement imports amount to
8.99% of total consumption if demand I is assumed or 15.19, if
demand II is assumed. This is less than the corresponding invest-
ment models since the approved projects model replaces imports
into Sao Paulo and Parand with domestic production.

Clinker imports occur in all versions except for the.all import
model. Since no construction is allowed in the all import model
and no separate clinker-grinding facilities currently exist in Brazil,
no clinker can be imported. For all other versions, clinker imports
amount to more than one million tons per year by period five.
For one version (US$ 45/demand II/investment model), clinker
imports are actually larger than cement imports. All clinker imports
are ground by the facility in Canoas for consumption in the state
of Rio Grande do Sul.

For the all import models, the cost of imports can reach US$ 1.4
billion per year by 1989 (for a US§ 45 import price and demand
assumption II). Some doubt is placed on whether the world market
price could remain constant if Brazil were to purchase the quantities
required by the all import models. If so, the cost of the all import
models could be even higher. Import costs for the investment models
are much less, but range from a low of US§ 109 million per year
for the US$ 45/demand I/investment model to a high of US$ 453
million for the US§ 40/demand II/investment model.

The states of Santa Catarina, Rio, and Rio Grande do Sul re-
ceive some imports in at least one period in all versions of the
model. The capital cities of all three states are ports, so that no
domestic transport cost is charged to imports. Since all expansion
sites must pay some transport costs to these cities, imports have
a large advantage over domestic production.

Cement is imported into Rio Grande do Sul in the periods
before the clinker-grinding facility begins operation. Thereafter, only
clinker is imported.
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Sdo Paulo receives some imports in all models except the US$ 40/
demand I/approved projects model. Due to the construction of the
approved projects (most of which are located in Sdo Paulo), no
imports are needed in this version.

The state of Parand receives imports in the all import models,
the US§ 40/demand I/investment model, and the demand II/ap-
proved projects model. If the import price increases to US$ 45 per
ton, then domestic production is less costly than imports. Domestic
production is also less costly when demand increases more rapidly,
as it does for demand assumption II.

The only other states that are snpplied by imports are the states
of Espirito Santo and Goids for the all import model when demand
IT is assumed. Demand is growing so rapidly in demand II that
without allowing for construction of new plants, imports must be
made into seven states (including Goids, which is 1506 kilometers
from the coast) . Because of this the total cost of this model increases
very rapidly.

Exports. For all the models with the US§ 40 per ton import
price, the corresponding export prices are US$ 22 per ton of clinker
and US$ 25 per ton of cement. At these prices no exports are made.

When the import price is increased to US§ 45 per ton, the
corresponding export prices become US$ 26.25 per ton of clinker
and US§ 30 per ton of cement. At these higher prices, clinker exports
reach the bound (94.4 thousand tons) for period one when demand
I is assumed and for periods one to three when demand II is assumed
(94.4 thousand tons, 118 thousand tons, and 147.8 thousand tons,
respectively) .

Exports come mainly from the plant in Cachoeiro do Itapemirim,
ES. This plant also exports 377.6 thousand tons of cement during
period one (demand I) or 218.3 thousand tons in period one and
129.6 thousand tons in period three (for demand II).

Clinker and cement exports do not appear very promising. In
order for a plant to compete internationally, its production facilities
must be located on the coast. Since most coastal limestone deposits
have been depleted, construction of a plant on the coast is not
possible. Only two plants, Canoas and Rio, are located in coastal
cities, but neither plant has a quarry at the site. (The plant at
Cachoeiro, which supplies the bulk of the exports in the minimum
cost solution, is located 162 kilometers from the port at Vitéria, ES.)

Capacity expansion. Total capacity expansion is smallest for
the US$ 40 investment models. Capacity expansion equals 76.2%,
(70.29%,) of the increase in total consumption when demand I (II)
is assumed. When the import price is increased to US$ 45 per ton,
capacity expansion increases to 95.4%, (95.7%) of the increase in
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consumption for demand assumption I (II). For the no import
models, capacity expansion equals the total increase in consumption.
The approved projects models provide for more installation of new
capacity than the corresponding investment models, since part of
their capacity expansion is fixed to non-minimum cost locations.
1f demand I (II) is assumed, capacity expansion provides for 82.1%,
(76.3%,) of the increase in consumption.

Since existing capacity in the cement industry in period one
amounts to 18 420 thousand tons, capacity expansion must occur
at a rate which doubles installed capacity in 12 years for demand
assumption I, or more than doubles capacity for demand II. In 1970,
existing capacity was 7 883 thousand tons. The rate of increase from
1970 to 1977 was 12.99, per year. The largest rates of increase are
for the no import models which predict a rate of increase of installed
capacity of 6.5%, (8.7%) if demand I (II) is assumed. These rates
are below the actual rate from 1970 to 1977 and seem likely to be
attainable. Since the base capacity was low in 1970, it would not
be expected that the rate achieved previously could be maintained
indefinitely. The US§ 40/investment models forecast the smallest
rates of capacity expansion: 5.3%, for demand I and 6.9%, for
demand II.

The problem of excess capacity is related to that of capacity
expansion. Since there is no capacity expansion in period one, excess
capacity in this period is equal to existing capacity minus demand
plus imports. Excess capacity is greatest for the US$ 40/investment
models since imports are made. Excess capacity is at a minimum
for the no import models.

Excess capacity in period five must be zero because there is
no reason to construct capacity ahead of demand during the last
period of the model. Average excess capacity is largest for the US$ 45/
investment model with demand II. Average excess capacity amounts
to 8.59%, for this model. With the higher import price and the larger
demand, it is cost-saving to construct capacity ahead of demand,
rather than import small quantities.

In summary, the major conclusions of this study are:

(1) A plan similar to the investment model should be adopted
to determine investment in the cement industry. Sufficient capacity
should be constructed to supply future increases in demand in the
interior, whereas coastal cities should be supplied by imports.

(2) If for other reasons, such as restraints on the balance of

payments, a no import plan is adopted, it can be seen from our
solutions that the total increase in costs over the investment model
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will be from .7 to 2.6%,. Most of this increase is due to increases
in transportation costs, since cement is hauled from plants in the
interior to coastal cities.

(3) Increases in demand in the state of Rio Grande do Sul,
where limestone deposits are being rapidly depleted, should be sat-
isfied by importing clinker or by shipping clinker from Sio Paulo
and grinding it at Canoas.

(4) Due to economies of scale in investment costs, future
cement plants should be built at maximum capacity (2 640 thousand
tons of clinker per year).

() When limestone quarries are depleted in the states of Rio
de Janeiro and Sdo Paulo, then clinker should be produced in
Minas Gerais and shipped to Sio Paulo and Rio for grinding.

(6) Cement is not a promising export product since no lime-
stone quarries are located on the coast.
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Book Review

Foundations of Brazilian economic growth

Syvrud, Donald. Foundations of Brazilian Economic
Growth. Stanford/Washington, D. C.: Hoover Institution
Press and American Enterprise Institute for Public Policy
Research, 1974. 295 pp.

Eustdquio J. Reis ®

In this study of recent Brazilian cconomic growth up to 1972, Syvrud
attempts to identify the factors that enabled the economy to over-
come the crisis of the mid-sixties and to register the “outstanding
growth performance” witnessed from then until the mid-seventies.
He also strives to assess the capacity of the economy to sustain this
expansion, for “given the history of boom and bust, there is a
degree of urgency to the question of how long the present ... boom
will continue” (p. 3), and, in a broader context, to draw lessons
for other economies faced with the problem of maintaining accel-
erated growth.

Such an undertaking requires that the author be extremely fa-
miliar not only with the state of affairs in Brazil, but also with
the instruments of economic policy. Syvrud unquestionably meets
the first requirement, since he represented the U. S. Treasury at
the American Embassy in Rio de Janeiro from 1965 to 1969. During
these first years of stepped-up growth, the country was “benefiting
extensively from United States aid [and] nearly all relevant data
passed regularly over Dr. Syvrud’s desk” (p. xv). Nonetheless, the
work can hardly be considered a major contribution to the under-
standing of the recent successes and failures of the Brazilian economy.,
Its official tone leaves the reader with the impression that he has
perused a consular report: replete coverage of the several areas of
economic policy, of the principal measures and innovations, of their
rationale and impact — but no in-depth analysis.

The book is divided in two parts. The first surveys the devel-
opment guidelines followed from 1947 to 1972. After an introduction
in which the general questions and premises are presented, chapter 2

® Of the 1esearch institute of IPEA.
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briefly reviews the ideologies and policies of the pre-1964 period,
while chapter 3 covers, in somewhat more detail, those of the years
1964-1972. The second part of the work enters into particulars
concerning the aims, instruments and performance of economic pol-
icy in specific fields. Thus, each of the remaining eight chapters is
dedicated to a given area: monetary and credit policy, interest-rate
policy, fiscal policy, wage policy, foreign-exchange and trade palicy,
agricultural policy, coffee policy, and, by way of conclusion, a final
chapter on the policies related to the mobilization and allocation of
savings. In each section, the effectiveness of the pre- and post-1964
measures is compared.

To place the work in proper perspective, it is necessary to
recognize that Syvrud's approach is essentially technocratic. For
him, questions of economic development can be reduced to the
wisdom or error of the measures employed. Economic growth and
therefore the answers to the inquiries that motivated the study rest
in “political stability, sound economic management, the ability of
policy makers to diagnose accurately problems in the context of a
market oriented development strategy, and, finally, their ability to
react promptly to these problems with an effective mix of policy
instruments” (p. 3). Hence, “the economic growth of the 1950's,
the ensuing collapse of the early 1960's, and the recovery and boom
of the late 1960’s can all be explained in terms of the effectiveness
or ineffectiveness of domestic Brazilian economic policies” (p. 3) .

It should be noted that economic policy is narrowly defined in
the textbook sense of choosing and manipulating instruments to
achieve goals that are in a way exogenous to the problem. At no
point does the author try to place policy decisions or their impact
in a broader context. The international situation in which decisions
are implemented is practically overlooked, as is the domestic power
structure, Even the discussion of the economic structure of the
country, as well as its evolution over the period analyzed, leaves
much to desire. Idle capacity, import structure, income distribution
and consumption patterns are mentioned only in passing. Significant-
ly, in this study of an economy in which import substitution has
served as a key industrial development strategy, not one of the 65
tables refers to industrial structure or the import list.

Unlike the writers of textbooks, however, Syvrud, despite his
“purely economic” and technocratic approach, does not utilize a
theoretical framework capable of unifying his discussion and showing
the cause-and-effect relationships between policy instruments and
goals. The resulting impressionism especially weakens the first part
of the book. In the introduction, the author identifies the bases
of Brazilian economic growth in the period 1964-1972 as political
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stability, the continuity of economic policy, a strategy for reconciling
market mechanisms and planning, and a development ideology
founded on the “challenge” to settle the hinterland.

According to Syvrud, “political stability” was important because
of the “degree of freedom and continuity not available to economists
in democratic countries. With delegated responsibilities for economic
policies and the capability of avoiding the time-consuming, cumber-
some channels of democratic politics, the economic authorities were
free to innovate with new approaches to old problems and, through
a process of trial and error, were able eventually to stabilize and
restructure the Brazilian economy” (p. 4). Although the statement
is not wholly false, the way the interested parties were involved in
the planning and implementation of these policies demands closer
attention.

In chapters 2 and 3, the forementioned lack of a theoretical
framework severely biases the comparisons of the pre- and post-
1964 ideologies and strategies, especially since the author is constantly
concerned with justifying the diagnoses and decisions of the latter
period. On the one hand, he argues that pre-1964 economic policy
aggravated the situation despite the high rates of industrial growth:
“These policies led almost inexorably to economic stagnation, inter-
national bankruptcy, runaway inflation and an intensified concen-
tration of income” (p. 29). On the other hand, in examining the
post-1964 period, he focuses on the difficult options facing the poli-
cymakers, and stresses the brilliant performance of this “outstanding
group of professional economists” (p. 33).

With respect to the second part of the book, the decision to
devote each chapter to a single area of economic policy undermines
the unity of the work, leads to repetition, and makes it difficult
for the reader to grasp the overall situation (the policies related
to the financial market are dealt with in at least three chapters, for
instance) . Another point that should be mentioned is the emphasis
on growth and inflation control. While the importance of these goals
cannot be denied, especially since 1964, satisfactory evaluation of
the economic policy of the period would require that the priorities
themselves be questioned.

In terms of content, the main thread is the interventionist
syndrome that guided pre-1964 policy and which, according to the
author, prejudiced the allocation of resources and thus worsened
inflation, the balance-of-payments disequilibria, the concentration
of income, and necessarily led to economic stagnation. It is contended
that the economic liberalism adopted since 1964 has improved re-
source allocation, and has thereby led to more balanced growth
and even to social justice. The remaining interventionism is ascribed
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to pragmatism, or realistic handling of the idiosyncrases of the Bra-
zilian economy. An example is provided by the discussion of mone-
tary policy in chapter 4. The interest and credit controls of the years
1953-1963 are said to have diminished the credit available to the
private sector (as a percentage of total money supply and/or GDP),
resulting in government control of credit, denationalization of indus-
try, high costs of financial intermediation, and negative effects on
income and investment levels. The trend is seen to have reversed in
1964-1972. The new approach was supposedly fundamental in rene-
wing growth, despite its implying a readier acceptance of inflation.
After all, even inflation has its pros since it facilitates credit control
and the allocation of financing to priority sectors, as well as the main-
tenance or increase of state participation in industrial assets. This
line of reasoning, based on nationalistic motivations, is hard to
accept, especially for a period marked by denationalization. Also
to be noted is the different manner in which the author regards
the consequences of credit restrictions in the two periods.

Interventionism is again attacked in the section dealing with
interest-rate policies, which are considered to have been the cause
of stagnation and inflation. In turn, it is not inflation itself, but the
mechanisms introduced to contain inflation, that are held responsible
for the disequilibria and distortions observed in the financial market
prior o 1964. It is against this background that the post-1964 inno-
vations, including indexation, are analyzed. Unfortunately, Syvrud
offers no major insights, and bypasses relevant questions such as the
inflationary effects of indexation and its impact on the financial
capacity of the private sector.

Like the preceding section, chapter 6, which concerns fiscal
policy, is essentially descriptive. The composition of government
revenues and expenditures and the role of the public sector in the
Brazilian economy are merely surveyed, with no inquiries into prob-
lematic issues.

The discussion of wage policy in chapter 7 most clearly reveals
the shortcomings of the analysis and the bias of the author. His
major conclusion (in fact, his premise) is that “wage determination
in developing, as in developed nations, should preferably be left
to market forces” (p. 147) . However, nowhere in the chapter is therc
concrete backing for this assertion. What is offered instead is a series
of unfounded opinions. Syvrud contends, for example, that the drop
in real wages in 1964-1967 was necessary to restore the economy to
equilibrium, since “the 1964 level of wages was, as it appeared to be,
ahove sustainable market levels, given the supply of labor, labor
productivity, and the demand for various labor skills” (p. 161, italics
mine). Or, to cite another passage, “gains in real income by the
urban industrial workers during the 1950's were in part disadvanta-
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geous to rural workers; however, some of the losses in real income
by urban industrial workers since 1964 have benefited the rural
workers” (p. 164). The author immediately excuses himself for not
having included more precise information and attributes this to
lack of data. Bargaining power and union activities are completely
neglected, perhaps because they are not considered determinants
of market forces.

The chapters reviewed should give a sufficient idea of the study.
Of those remaining, special mention should be made of chapter 8,
in which the balance-of-payments problems and the foreign-exchange
and trade policies are detailed.

By way of conclusion, we might contemplate Syvrud's final re-
marks. “The Brazilian experience shows that a country can overcome
defeatist traditions and ideologies and can develop if it applies
sound economic policies to that end” (p. 275). “The lesson is that
policy changes should be initiated as soon as the need arises; the
longer the delay, the greater the change necessary, and the greater
the economic, social, and political consequences, and, therefore, the
greater the opposition from vested interest to such changes” (p. 274) .
To reflect on such conclusions is to reinforce the impression that
the work is an extended eulogy to technocratic pragmatism.
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