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Inflation and anti-inflationary policies
in Brazl *

Mario Henrique Simonsen **

1 — Historical background

Inflation has already been recognized as part of the Brazilian way
of life. Prices have been rising uninterruptely since 1933, which
is to say that people under fifty or even perhaps sixty of age have
not experienced life with stable prices. Meanwhile real output has
been expanding at significantly fast rates, a trend of 79, a year
having been sustained since the early fifties. There is no evidence
that the Brazilian lack of price discipline contributed to this long
term growth. Yet, the Brazilian case dismisses the old parable that
chronic inflation is not consistent with sustained economic
development.

Reliable series of price indices extend back only to 1989.
Among them, the most popular indicator of inflation is the general
price index estimated by the Getulio Vargas Foundation. It is a
curious blend of a national wholesale price index (weight 6)
with two regional indices for the city of Rio de Janeiro, the cost of
living index (weight 3) and the construction cost index (weight 1)
Tradition is the only explanation why this weighted average is
still labeled the general price index. The Government has recently
tried to divert attention from this indicator to the national
consumer price index of the IBGE. (National Institute of Geography
and Statistics). This campaign seems to be inspired on a pragmatic
motivation. In the twelve month period ending in october 1980,
the inflation rate, which stands at 879 according to the national

¢ Paper presented to the Conference on World Inflation and Inflation in
Brazil, Rio de Janeiro, December 15-16, 1980. The author is indebted to
Rudiger Dombusch for his comments on this paper.

®e Fundagio Getulio Vargas, Rio de Janeiro.



consumer price index, leaps to 1099, when measured by the
general price index, the difference being explained by the explosive
behavior of the wholesale price index in the last twelve months,
From the technical point of view, the national CPI is probably
less of a mixed bag than the general price index. Yet, since there
are no reports on the national CPI prior to 1979, we shall stick
throughout this paper to the traditional measurement of inflation
by the changes in the general price index of Getulio Vargas
Foundation. !

Information on inflation rates prior to 1939 is at best
imprecise. With some tolerance for statistical methods one might
use a cost of living series for the city of Rio de Janeiro which
extends back to 1912. For the period before 1912 we are led into
the cloudy field of price archeology. An interesting book in this
field is Mircea Buescu's 300 years of inflation”, where it is shown
that prolonged general price rises were not uncommon since the
middle colonial times. In another curious book published in 1960,
Oliver Onody produced a cost of living series tor the period
1829/1912. Onody’s indices are not to be taken too seriously, since
they are based on simple arithmetical averages of some selected
prices. Yet, they do provide some indication on the general price
movements during the nineteenth century.

According to Onody’s indices, throughout the years of the
Empire (1822/89) Brazil experienced a very moderate but steady
general price rise, at an average annual rate of 1,5%,. By modern
standards this could be praised as a period of admirable price
stability, but one should remember that in the nineteenth century,
since prices were flexible enough, waves of deflation were almost
as frequent as those of inflation. Price cycles, so {requently found
in the economic records of other countries, were virtually unknown
under the Brazilian Empire.

The early days of the Republic were accompanied by huge
budget deficits financed by money printing. Economic policies
were then oriented by Ruy Barbosa, who was a remarkable
Brazilian writer and thinker but also a highly expansionary Minister
of Finance. The result was an inflationary burst, prices more
than doubling over a five-year period.

1 Implicit deflators, in spite of their theoretical advantages, will not be

taken into account, since they accumulate two groups of neasurement errors
which should not be neglected: those in the nominal and those in the real
output. Estimates of the implicit deflator of the gross domestic product,
published by the Getulio Vargas Foundation, have in fact heen subject to
frequent revisions.
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DPresident Camipos Salles (1898/1902) and his Minister of
Finance Joaquim Murtinho decided to implement the most severe
antiinflationary program ever experienced by the country.
Public expenditures were dramatically cut, the money supply was
contracted and prices actually fell. Virulent side-effects have been
reported in terms of noisy bankrupcies which probably caused a
substantial decline in the levels of output and employment. As a
political cost, Campos Salles ended his term as the most unpopular
President of the Old Republic. It was recognized only later that
he paved the way to the first Brazilian miracle, a twelve year
period of prosperity with perfectly stable prices, from 1902
through 1914.

Inflation resumed its pace with the beginning of World War I,
now at an average annual rate of 89, from 1914 to 1927. A brief
period of price stability was achieved during the Washington Luiz
administration (1926/30). Prices then plunged some 159, between
1929 and 1933, as a result of the Great Depression.

The Old Republic was buried by the 1930 Revolution which
led Getulio Vargas into power, first as a provisional President,
then as a Constitutional one, and later on as a Dictator. Substantial
economic changes were then introduced. The prices of coffee, the
main export item of the country, had collapsed with the Great
Depression and, as a result, Brazil had to face unprecedented trade
deficits. Conlidence in the efficiency of the market mechanisms
was disrupted, and the Government tried to solve the problems
by imposing a number of regulations. Import substitution was
fostered by a new wave of protectionism. Institutes were created
to control the production and exports of some key items, such as
colfee and sugar. Labor laws were enacted. In terms of economic
growth, the balance of such policies does not appear to have been
unfavorable. According to Isaac Kerstenetsky's estimates, Brazil
was able to sustain an average rate of growth of real GDP of 4%,
a year along the thirties, a remarkable record for that decade.
Inilation, however, picked up again in 1934, at an average annual
rate of 79,.

World War 1I imposed a shortage of Brazilian imports and
favored the country’s exports. Monetary and fiscal policies were
unable to offset the expansionary effects of the balance of
payments surpluses. Both, the increase in the aggregate demand
and some import bottleneeks pushed the inflation rate of 159,
a year.

In October 1945 Vargas was deposed. The first constitutional
government of the new republic, under President Eurico Dutra
(1946/50) was temporarily successful in bringing the inflation



rates down through the elimination of the import restraints. Since
the cruzeiro was clearly overlued for the postwar economy, the
cost of such policies was the depletion of the foreign reserves
accumulated during the war period.

From 1951 to 1958 the average annual rate of inflation
jumped to 17%,, with a minimum of 11%, in 1952 and a maximum
of 279, in 1954. The acceleration of the price increases can be
ascribed to three main causes: i) the expansion of the money
supply, at an annual average rate of 22%,; ii) the need to realign
the exchange rate, which was pegged to the Bretton Woods parity
until 1953; iii) the minimum wage increases of 1952, 1954, 1956.
Minimum wage increases exerted substantial pressures on prices
in those days, since the average salaries were then quite close to
the minimum official levels.

A new period of soaring rates of inflation was to begin in
1959, in the second half of the Kubitschek administration. The
Government had launched an ambitious program of import
substitution, of highway construction, of expansion of the
hidroelectric capacity, and, as a very especial symbol, of construction
of Brasilia, which was to become the new capital of the country.
Economic growth was to be achieved at any cost, according to the
official ideology, and monetary orthodoxy was duly rejected. In
1961, President Janio Quadros announced a well articulated
economic program, the first phase of which was a strong devaluation
of the cruzeiro, which had been once again overvalued. Nobody
will ever know how the subsequent phases would have evolved,
since Quadros resigned after seven months. He was succeeded by
his populist Vice-President Jodo Goulart who encouraged labor
strikes, generously expanding both, nominal wages and budgetary
deficits, under the heading of income redistribution. General
price level increases, measured from December to December, soared
to 39.29% in 1959, 30.5%, in 1960, 47.7%, in 1961, 51.3%, in 1962,
81.9%, in 1963 and 91.9%, in 1964.

In March 31, 1964, Goulart was deposed. The new military
government, under President Castello Branco (1964/67)
implemented a comprehensive economic program not only designed
to fight inflation and to adjust the balance of payments, but
especially to lay the basis for a future period of accelerated growth.
The first phase of the program consisted of a quick realignment
of relative prices, including the exchange rates, which had been
strongly distorted in the late fifties and early sixties. This was
the so-called corrective inflation period, in which the Government
had to bear the cost of inheriting an explosive and still repressed
general price rise.
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After the 1964 peak of 91.99,, the inflation rate plunged to
34.59, in 1965. Excellent crops might have favored this result
(the agricultural production increased by 13.89, in 1965), but
there is little doubt that inflation basically declined because of
the reduction in aggregate demand. Evidence is to be found in the
fact that the only prolonged industrial recession in Brazil, since
World War II, occurred in 1965, when industrial output fell by
4.79%, on a yearly average. Yet, there seems to be no room to
explain the 1965 events on pure monetary grounds. The money
supply had expanded by 81.69, in 1964 and continue to expand
at 79.59%, in 1965. In fact, the monetary expansion of 1965 was,
in some sense, much healthier than that of the previous year. It
was much less directed to the expansion of domestic credit, and
much more to the purchase of foreign assets and agricultural
surpluses. Yet, these sectoral considerations did not imply a
reduction of the real cash balances held by the public. Aggregate
demand and inflation rates fell in 1965 mainly because of the
substantial budget cuts, and because of a newly implemented wage
formula which will be described in Section 3. These facts were
strong enough to change the inflationary expectations of most
people, inducing them to accept a substantial increase in the real
stock of money.

Anti-inflationary policies had no visible effects in 1966, when
the general price index rose by 38.89% and when industrial
production recovered by 9.99,. Yet, for the first time the newly
created Central Bank set forth a truly tight monetary policy (by
Brazilian standards, of cource), limiting to 13.89, the expansion
of M,, The liquidity squeeze again pushed down aggregate demand
and industrial output in late 1966 and early 1967. As a result,
the inflation rate fell to 24.39, in 1967.

Castello Branco's term ended on March 15, 1967. His period
marks the most dramatic anti-in{lationary achievement in the
country since the Campos Salles administration, and much of the
impressive results are to be attributed to Iinance and Planning
Ministers Octavio Bulhdes and Roberto Campos. In fact a much
more ambitious target was being pursued in those days, that of
bringing the inflation rates down to 109, a year. This objective
was never to be achieved. Yet the importance of the 1964/67 policies
was not confined to the reduction of the inflation rates. The
balance of payments was also properly adjusted. And a number of
institutional reforms paved the way to a new era of accelerated
growth.

A widespread system of indexation rules was the most
interesting outcome of the above mentioned reforms. Problems
created by overabundant escalator clauses will be discussed in



Section 7, where it will be suggested that widespread indexing
might introduce inflation rigidities, with especially perverse effects
in periods of adverse supply shocks. Life with inflation, however,
becomes much easier. Until 1964 the Brazilian economy was subject
to all the classical inflationary distortions listed in elementary
textbooks, in fact those created either by unanticipated inflation
or by money illusioned regulations, such as usury laws, rent freezes,
etc. Since the middle sixties most of these distortions were duly
eliminated by indexing. (1980 is to be regarded as an unfortunate
exception, since the indexation rules were broken).

Since the average real wage in the manufacturing industry
declined 24 .89, from 1964 to 1967, it is often argued that the
anti-inflationary policies of the Castello Branco Government could
only be successful to the extent that they squeezed the wage earners.
The fact the labor unions were weakened and that nominal wages
were just partially indexed, according to a formula which will be
described later on, obviously contributed to the elfectiveness of
the anti-inflationary policies. Yet, the decline of real wages is to
be ascribed to other objectives of economic policy, those of
realigning the relative prices, of reinforcing the domestic savings
rate, and of adjusting the balance of payments. It is worth
mentioning that approximately half of the 24.8%, real wage decline
in the manufacturing industry was due to the price increase of
the cost of living basket in terms of industrial goods units, mainly
the result of rent defreezes and of subsidy cuts. The other half
was a procyclical wage decline, which finds its natural explanation
in the more competitive conditions of labor supply.

The years 1968 through 1973 were the fortunate period of
the so-called “Brazilian Miracle”. Annual inflation rates gradually
declined from 24.39, in 1967 to 15.79, in 1973. Real domestic
product expanded at an average rate of 11.59, a year. Money
expanded at an average annual rate of 36.8%,. Real wages
experienced a substantial growth, especially those of skilled workers.
Foreign capital flowed into the country, which was able to show
a 6.4 billion dollar reserve figure by the end of 1973.

The natural unemployment rate hypothesis provides a simple
explanation of the miracle. The restrictive policies of the Castello
Branco period had brought the actual industrial output
substantially below its potencial level, presumably some 15%, in
1967, leaving a large space to accelerated growth in the subsequent
years. Moderately expansive monetary policies could then stimulate
growth without speeding up the inflation rate. Moreover, the
period was blessed by favorable supply shocks, both from agriculture
and from external prices.
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Strong inflationary pressures were built up in 1973, when M,
expanded 479%,, when output advanced far beyond its trend, and
when OPEC quadrupled the oil prices. Yet, the Medici Government
was strongly commited to a 129, a year inflation rate ceiling.
With massive price controls and subsidies the general price rise
increase was repressed at 15.79%,.

President Geisel took olfice in March 15, 1974, inheriting
repressed prices, a number of commodity shortages and a huge
deficit in the trade balance. In his five year period a compromise
solution was attempted for a number of objectives, namely: i) to
adjust the balance of payments and to keep a good international
creditstanding; ii) to keep real product growing at its historical
pace; iii) to control the inflation rate within acceptable limits by
Brazilian standards; iv) to promote export growth and to reduce
the foreign dependence of the country through a new program
of import substitution. Times were difficult enough and objectives
to reconcile also conflicting enough.

The balance of payments and import substitution objectives
were satisfactorily managed, the trade deficit, in nominal dollars,
being reduced from 4.7 billion in 1974 to approximately one
billion in 1978, and foreign reserves being raised to 12 billion
dollars at the end of the period. In spite of annual swings, the
average rate of growth of real GDP was kept at 7%, the historical
trend rate.

Anti-inflationary policies were subject to varying degrees of
priority, and inflation rates thus became extremely volatile. A price
outburst, due to the previously repressed inflation, occurred in
the first few weeks of the Geisel Government. Then, the expansion
of money was restricted to 239, in the first twelve months of the
new Government. Tight monetary policies limited the general price
increase to 239/, from may 1974 to may 1975. They also abated the
industrial rate of growth. Emphasis was then shifted to growth
targets. Money growth thus increased to 42.8%, in 1975 and an
ambitious program of public investment was implemented.
Inflation soared again, reaching the 46.3%, rate in 1976. Tight
monetary and f{iscal policies were then reestablished. Yet, inflation
now appeared more rigid, perhaps because of adverse supply
shocks, perhaps because of full wage indexing which had been
implemented in January 1975. The general price level increased
by 38.79, in 1977 and by 40,89, in 1978.

President Figueiredo, who took office in March, 15, 1979.
formally announced that his main economic objective would be to
reduce inflation to the pre-oil crisis rates. Yet, in August 1979
a number of unorthodox policies were introduced, under the



principle that inflation was to be fought through accelerated
growth. Administered prices were quickly adjusted, since
policy-makers believed that a high rate of inflation in 1979 would
automatically be followed by a low rate in 1980. This was called
corrective inflation. The money supply expanded rapidly, especially
to provide abundant and cheap credit to agriculture, since it was
also announced that a super-crop would bring inflation to a halt.
Interest rates were controlled, since policy makers preferred
Tooke to Wicksell. Wages became indexed on a six-month basis,
free negotiation of a real increase, labeled productivity gain, being
superimposed on the automatic nominal adjustment. Moreover, a
10%, real bonus on a six-month basis was granted on all salaries
up to three minimum wages. In december, 7, 1979, the cruzeiro

was maxidevalued, the dollar/cruzeiro rate being increased 30%,.
Oddly enough, the main impact of the maxidevaluation was just

to break an eleven year tradition of crawling pegs. Lffects on
imports and exports were largely offset by the sudden withdrawal
of the export subsidies and import prior deposits, which previously
were being phased out under a gradual {ive year program agreed
with GATT.

In january 1980 the Government decided that a strong
psychological move would erase most of the recurring effects of
the late 1979 moves, including the external oil price shocks.
Massive price controls and subsidies were then implemented, and
the Government announced that monetary correction and exchange
devaluations in 1980 would be limited to 45%, and to 409,

respectively. These ceilings were lately increased by some ten points
of percentage.

Inflation rates skyrocketed.
2 — The monetary system

A chronic inflation at the Brazilian rates could never be sustained
without highly expansive monetary policies, a view which seems to
be shared even by most non-monetarists. In fact, in the thirty
year period from december 1949 to december 1979, M, increased
almost fourteen thousand times. The Brazilian monetary system
is a very peculiar one, and with a built-in bias toward the expansion
of the money supply. It has been long recognized that inflation
is hard to prevent whenever the Federal Government has the
authority to print money to finance its deficits, especially if this
authority can be exercised independently of Congressional
approval. This is the reason why a number of countries try to
keep their Central Banks within some sort of apolitical shrine.
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Inflation is still harder to prevent if the Government can create
money not only to finance its deficits, but also to extend subsidized
loans to the private sector. This is fundamentally the Brazlian
case.

A unique role in the system is played by the “Banco do Brasil”,
a commercial bank controlled by the Federal Government, but
with a minority fraction of its equity capital largely dispersed
among private shareholders. At least in part, Banco do Brasil is
a profit oriented financial institution, and its shares have been
rated for long as stock-exchange blue-chips.

Until 1964 Brazil had no Central Bank. Monetary regulations
were issued by SUMOC (Currency and Credit Superintendency) .
Legal money was issued by the Treasury whenever requested by
the Banco do Brasil. And the Banco do Brasil acted simultaneously
as a commercial bank, as a development bank, as the Government’s
bank, also providing rediscount facilities to the commercial banks.
Since the board of the Banco do Brasil was appointed by the
President of the Republic, this was just a roundabout method by
which the Government could create money to finance its budget
dificit (federal bonds were largely discredited until 1964), to
extend commercial bank credit, to accumulate foreign reserves (a
rare event in the years 1947 through 1964) and to expand Banco
do Brasil loans to the private sector. The latter form of money
creation increased both the profits and the political prestige of the
Banco do Brasil, so that the official bank always kept strong
vested interests in the expansion of the money supply.

The Central Bank was created in 1965. Legal currency issues,
Federal Government financing, the provision of rediscount facilities
to commercial banks and the control of foreign reserves were all
ascribed to the Central Bank. Yet, the 1965 monetary reform was
largely incomplete. Far from standing as an independent institution,
the Central Bank was put under the control of the Ministry of
Finance. (The same happened, incidentally, with the Banco do
Brasil). And the Banco do Brasil still kept an unique operational
system which will be described below.

Money and foreign exchange regulations are issued by the
National Monetary Council, which is composed of five Ministers
of State, eight Chairmen of federal financial institutions, including
the Central Bank and the Banco do Brasil and by eight private
experts. The Council is chaired by the Minister of Finance.
Ceilings on the annual rates of growth of the monetary base, of the
money supply and of the assets of Banco do Brasil are set by
the Monetary Council, in an approved Monetary Budget.

Besides usual commercial bank liabilities, a very peculiar
system of funding has been provided to Banco do Brasil: an



open-end rediscount facility at the Central Bank, with a symbolic
nominal interest rate of 19, a year. Thus the Banco do Brasil is
“de facto” a second Central Bank. It can indirectly print money

to finance the expansion of its assets. In theory, the Banco do

Brasil can only use this rediscount facility to the extent that its
assets do not exceed the monetary budget ceilings. For a period of
time, when due respect was paid to monetary policy, excesses
were penalized with heavy rediscount rates, which strongly deterred
the expansionary tendencies of the Banco do Brasil. This
rediscount rate penaltics were abolished in August 1979.

A strong and determined Minister of Finance can manage the
monctary budget with some success. Fine tuning of the monetary
targets never proved to be feasible, since many of the budget
items are subject to heavy forecast errors, such as foreign reserve
holdings. Yet, a great part of these errors can be offset by
open-market operations, reserve requirement regulations etc.,
provided the monetary accounts are subject to a careful follow-up
and provided the Banco do Brasil is brought under control.
Summing up, for a determined Minister of Finance, backed
enough by the President of the Republic, the money supply can
be managed as a quasi-exogenous variable.

For a less determined Minister of Finance, the monetary
budget is a mere picce of formality, since it can be revised at any
moment by the National Monetary Council, and since the
majority of the members of the Council are Federal Government
officials. Moreover, even if the budget is not revised and if its
ceilings are largely disrespected, nobody gets penalized. In pratice,
a number ol public expenditures and subsidies can run through
the monetary accounts, thus escaping the fiscal budget which is
subject to Congress approval. This incidentally explains the
paradoxal coexistence of huge rates of monetary expansion with
systematic surpluses in the fiscal budget.

In a word the system is too flexible and too much exposed
to political pressures. In the [ifteen year period preceeding the
creation of the Central Bank, the money supply expanded at an
average annual ratc of 359,. In the [ollowing filteen years this
average rate rose to 40%,. This is the best evidence that the

Brazilian monetary system never in fact experienced a meaningful
reform.

3 — Indexation rules

Indexing, as previously noted, has played a major role in the
working of the Brazilian price system since 1964. Different rules
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of indexation have been adopted for Treasury Bonds, income tax
brackets, rents, mortgages and saving accounts, [ixed assets, for wages
and for the exchange rate. Without entering too much into
details, it is imporiant to describe the essentials of such rules,
which, incidentally, were subject 10 a number of changes since 1964.

Indexed Treasury Bonds (the ORTN) were created in july
1964. Their face value was formerly adjusted every quarter, and
lately every month. Except in 1973 and 1980, the nominal value
of the ORTN has always been determined by a three-month moving
average of the general wholesale price index of the Getulio Vargas
Foundation. For a number of years, the face value ¥, of the ORTN
in month ¢ was determined by the formula:

Ve = KPPy + Pi—5 + Pi_y) ()

K indicating a constant, P, _; the wholesale price index [or month i.

Lags were lately reduced, since the Getulio Vargas Foundation
became able to produce each montlh's index in the first ten days
of the following month, and the following chain-rule was substituted
for the above formula:

r, - Pio+ P _y + P,_,
Vi_y = Py + Py + Pi;

(b)

In July 1975 it was suggested by former Minister of Finance
Octavio Bulhées that indexation rules should exclude the effects
of supply shocks. For some months the Getulio Vargas Foundation
attempted to produce a series of wholesale price indices where
supply shocks were duly oflset, the so called “accidentality
adjustment”. The idea was technically sound and was implemented
for an interim period, but calculations proved to be rather difficult
and discretionary. Thus, in July 1976 the accidentality was put
aside and a new chain rule was adopted for the monthly correction
of the value of the ORTN:

P', Pl_n +P1_3 + P,_,|
—_ = 08 = 0,2023 C
Viss ey e o
Since 0,20283 = 0,2 (1,15) V/'2, the formula actually meant

partial indexation whenever the inflation rate exceeded 159, a year,
presumably on account of systematically adverse supply shocks.
For an annual inflation rate of 409, indexation would be reduced
to approximately 359, etc.
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In late 1979 the above formula was coupled with substantial
discounts for accidentality, so that the ORTN adjustment lagged
30 percentage points behind the actual inflation rate. For 1980,
as previously remarked, the monetary correction of the ORTN has
been prefixed far below the general price rise. A similar, although
less distorted procedure, had been adopted in 1973, when the
Government insistently sticked to the 129, inflation rate target.
A new rule, linking the ORTN to the national CPI is now under
study by the Government.

Income tax brackets are annually adjusted according to a
coefficient at the discretion of the Minister of Finance. Traditionally
this coefficient corresponds to some rounded up approximation
of the ORTN percentual change.

Saving accounts and mortgages are indexed according to the
ORTN, except that the nominal adjustments are made on a
quarterly instead of monthly basis. Fiscal debts are also indexed
along with the ORTN. Fixed assets, until 1977 were adjusted once
a year, according to the annual averages of the wholesale price
index. Since 1978 they have been quarterly adjusted with the ORTN.

From August 1968 to December 1979, foreign exchange rates
were indirectly indexed by the iminidevaluations of the cruzeiro.
As a basic guideline, the dollar/cruzeiro rate was changed by small
percentages, and at short and irregular intervals (10 to 50 days)
according to the inflation rate differential between Brazil and the
United States. Domestic inflation, for this purpose, was measured
by the industrial wholesale price index, which appropriately
reflected the costs of manufactured exports. Slight adjustments
were superimposed to this basic rule, taking into account a number
of factors, namely: i) the fluctuations of the dollar relative to
other major currencies; ii) the inflation rate differentials between
the major OECD countries; iii) changes in the terms of trade;

iv) domestic balance of payments problems. As previously remarked,
this basic rule was broken by the 309, maxidevaluation of December,
7, 1979 and by the predetermination of the cruzeiro devaluation
for 1980. A return to the traditional minidevaluation rule was
recently announced for 1981, except that domestic inflation will
now be measured by the national CPI.

Rents have been subject 10 various indexation rules. In 1964,
law 4494 established two regimes of rent adjustments, one for
the so called new rents, the ones under contract as well as the
new ones to be contracted, another for the so called old rents. The
Jatter were the result of tenancy laws which indefinitely extended
rent contracts after their maturities, at the option of the tenant.
Rent adjustments in new contracts should follow the minimum
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wage increases. The same rule applied to the old rents, plus a
supplementary increase intended to gradually phase out the real
gap accumulated in the past. In 1967, free choice of escalator
clauses was authorized in new rent contracts. As of 1979, rent
payments can be adjusted only once a year, proportionally to the
change of the ORTN.

Incomes policies found their most powerful weapon in the
wage adjustment rules which were legally enforced from 1965
through 1979. They legally bound all collective wage negotiations,
leaving no degree of freedom neither for the employers nor for
the employees. The market could only work over and above the
wage formula in individual negotiations.

The three wage laws, that of 1965, that of 1968 and that of
1975 established that nominal wages should be fixed for periods
of twelve months. In order to simplify the presentation of the
wage adjustment rules, let us indicate by w, the logarithm of the
nominal wage in year ¢; p, will represent the log of the (geometric)
average cost of living index in year £; p, the log of the cost of living
index at the end of year . “Year” is here to be understood as a
twelve month period which might begin at any calender month,
since different groups of workers obtain wage adjustments in
different months of the calendar year. Obviously none of the wage
laws referred to logs, although their authors had them clearly in
mind. Thus, the actual rules were just very good proxies to the
ones presented below.

The 1965 wage law established that nominal wages should be
adjusted so that, taking into account prospective inflation, their
average purchasing power in the following twelve months would
be equal to the average real wage of the past twenty-for months,
plus a productivity gain 2, i. e.

w,—pt= 05 (w_—p_1 + W2 — pi—a) + z (d)

p¢ standing for the expected average cost of living index in year ¢;
p? was calculated as

pi= P + 05 = (e)

= p! — P, indicating the anticipated inflation rate for the
twelve month period during which the nominal wage would be
kept fixed. Thus, the 1965 wage rule actually read:

w, = 0,5 (W, + pe—1— pPe—1) + 0.5 (we_2+
+§1-1 —Pia) + 05 1 + z ®
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The cost of living indices were calculated by the Ministry of
Labor. The productivity gain was set by the Ministry of Planning,
at an uniform rate for all working groups. The anticipated rate
of inflation (the so called inflationary residual) was determined by
the National Monetary Council. So the formula left no room for

collective bargaining. It was obviously prohibited to strike against
the formula.

Except for market adjustments in individual negotiations,
which were never prohibited by law, the 1965 wage formula would
actually squeeze the real wages whenever future inflation rates
were underestimated. The problem was felt in 1965, 1966 and 1967,
when the cost of living increased 45.5%,, 41.2%, and 24.19,

respectively, compared to prospective inflation rates ol 259,
10% and 159%,.

Public complaints against the wage squeeze led the Government
to revise the wage adjustment rule in 1968. According to the new
law, nominal wages in the previous twelve months should enter
into the formula not by their actual values, but by those which
would have prevailed if inflation rates were properly foreseen.
Sumiming up, the 1968 formula read as

w, = 0,5 (W,_y + Prey — Pict) + 0.5 (wy—a +
+7’t—l — D=2y + 05 a5 + z ®)

where

Wiey = Wioy + 05 (Proy — Pr—z — x_y) (h)

Oddly enough, very few people realized that the new wage formula
only corrected half-way the inflation underestimation, that of year
t — 1, but not that of year ¢t — 2, so that, on average, real wages
would still be squeezed by one-fourth of the unanticipated cost of
living increase. Also very few people remerked that the productivity
gain z, should refer to an eighteen, instead of twelve month period.
Anyhow, the formula was accepted until December, 1974. 1t did
not survive by its own merits, but for three other reasons: a)
inflation was not that considerably underestimated [rom 1968 to
carly 1974; one fourth of the underestimated rate lay in the range
of 1 to 2 percentual points, and this was largely offset by the
productivity coefficient z,; b) since the economy was growing at
exceptionally high rates, individual negotiation were able to raise
the wage substantially above the official adjustinent rules,
especially those of skilled workers; ¢) a tough political regime was
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introduced in the country in Deccmber, 13, 19G8, under the
Institutional Act 5.

The 1974 inflationary outburst brought into discussion the
shortcomings of the 1968 wage formula, which was then succeeded
by the one established in law 6.147. Accordingly, collective wage
adjustments as of January 1%, 1975, were calculated by the formula:

w, = ?’f—l + (Wemy — Pe—1) + 0.5 = 4
+ 05 (pimy — pe—z — mio) + (i)

which reduced to the past twelve month period the real wage
basis, and which introduced full compensation for past inflation
underestimation. The National Monetary Council decided that the
inflationary residual should enter into the formula at the highly
idealized rate of 159, a year, so that nt} and x}_, were duly cancelled,
the formula being applied as:

w, = 1,5?,_1 — 0,551_2 —PeaF w47 )

As a good proxy, one can assume P,_; = 0,5 (py_; + Pi—2),
so that the new wage formula practically corresponded to

w, = w,_; + 5,_1—[),_2-}-2, (k)

which is a simple wage indexing rule with an average six month
lag. From July 1976 to July 1979, the productivity coefficient z,
was adjusted {or supply shocks.

In late 1979 a new wage law was enforced, quite different
in substance from the former ones. It still can be summarized in
the formula:

w, = W,y -+ Pior— Pimz + fWemr —Per) + 2 0))

but the period of adjustment was reduced from twelve to six
months; the productivity gain z, is to be freely bargained between
employers and employees, so that in fact the formula sets a floor
but no ceiling to collective wage negotiations; there is, moreover,
a redistributive percentage f (w,_, — p,_,), which is positive for
the low wages (ten percent up to three minimum wages) and
negative for the high ones. This superimposition of mandatory
indexing with free bargaining, plus the redistributive coefficient
which was brought into the formula, is one of the most cost pushing
devices ever invented in the country.
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4 — The demand for money

Let us now analyze the behavior of the demand for money in the
years 1950 through 1978. Money will be here understood as Mj,.

A number of empirical investigations have been made on the subject
and I will limit myself to focus on two key issues. The first one
is the estimation of the income and interest rates elasticities of the
demand for money. The second one deals with the shifts of the
money demand schedule as a result of financial innovations.

According to a number of empirical studies, one additional
percentage point in the nominal interest rate reduces by 0,39, to
0,5% the demand for real cash balances, a well behaved result
by international standards. Estimates of the income — elasticity are
much more controversial. Some authors believe that the income
elasticity of the demand for money has been consistently inferior
to one. Many others, however, assert that two oppositive effects
have often been garbled in least squares calculations. On the one
hand, the demand for money would have increased, as a result
of economic growth, with the property of a luxury good. But, on
the other hand, financial innovations shifted the money demand
function to the left. This view is far from unreasonable, since
the Brazilian financial markets experienced remarkable changes
throughout the period.

One difficulty must be faced from the outset. Nominal interest
rates have often been controlled in the country. Usury laws
prohibited, until 1964, nominal interest rates above twelve per cent
a year, in spite of the soaring inflation rates. Interest rates have
also been controled from 1972 to early 1976, and as of September
1979. Artificial interest rate controls induce households and firms
to substitute inventories for money and interest bearing assets.
Foreign currencies sold in the black exchange market also provide
a substitute for the cash balances held by a selected group of
individuals. Thus, in the Brazilian environment, the demand for
real cash balances should be specified as a function of three variables,
namely the real GDP, the real interest rate and the expected rate
of inflation. Unfortunately for econometricians and fortunately
for the economic system, interest rate ceilings, whenever artificially
set, have been loopholed by a number of ingenuous financial
devices. This is to say that it is impossible to produce a reliable
interest rate series for the period 1950/78. Moreover, some
hypothesis must be introduced or how inflation rate expectations
are formed. Since cash holdings can be quickly adjusted, we shall
adopt the simplifying assumption of perfect foresight.

Summing up, we estimate the demand for real cash balances
in the years 1950 through 1978 as a function of the real GDP and
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of the actual inflation rate. In order to escape from seasonalities
and short term inbalances between the demand and the supply
of money we shall limit our calculations to annual average figures.
As a first exercise, ordinary least squares produce the following
equation (parentheses indicate the t-statistics) :

m, —p, = 4.8286 4 0,157dy, — 05618 (p, — pr_1) +
(14.9678) (14.4085)  (1.9430) R? = 0.8900
DW = 1.0016

where m1, stands for the log of the money supply in billion cruzeiros;
p: for the log of the general price index and y, represents the
log of the real GDP index. All the coefficients in the above
equation have the signs predicted by the theory and it is suggested
that the income elasticity of the demand for money is inferior to
one. Yet, the above regression equation is unserviceable, because
of the poor Durbin-Watson statistics.

Things are not improved by the introduction of time as an
additional explanatory variable, on account of financial innovations.
As one might naturally suspect, the shift and the income effects
are improperly estimated because of multicollinearity. In fact,
ordinary least squares lead to a shift coefficient with the wrong
sign and to an incredibly low estimate of the income elasticity.
None of these results nor the ¢-statistics are to be taken seriously,
because of the miserable Durbin-Watson statistics.

m, — p, = 4.3286 + 0,1574y, — 05618 (p, — pr—1) +
44,1859 (1 — 1950) R? = 0.9438

(4.8838)
DW

0.5214
(12.6608) (1.5161)  (3.3109)

The serial correlation of the residuals in the above regression
equations suggests that financial innovations would shift the
money demand function according to a trend component plus a
random walk. This hypothesis can be tested using OLS to the
first differences, i. e., estimating the rate of expansion of the real
demand for money as a function of the rate of growth of real
GDP and of the changes in the inflation rate:

P — 1 = —3.9475 4 1.2080 7, — 0.4441 (x, — m_,)
(1.6525)  (4.1528) (3.8544) R2 = 0.5695
DW = 2.1751

where p, = 100 (m, —m,;), N = 100 (ye — yi—1), M =
= 100 (p — p1—1) -
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The explanation cocfficient 0,57 is quite acceptable for a [irst
diffcrence equation, and all the remaining estimates appear to
confirm the predictions of the theory. As a result of the financial
innovations, the demand for money probably moved to the left,
at an annual average rate of approximately 49,. An increase in
the inflation rate, which can be used as a proxy to the nominal
interest rate, contracts the real cash balance with the same intensity
that has been indicated in most empirical studies. And, as a
theoretical relief, money now does no more appear to be subject
to Engel's law.

Open-market operations, with short term Federal Bonds and
vepurchase agreements by dealers, were the most outstanding
fimnancial innovation of the last decade. It is natural to question
whether they have been more or less important than the preceeding
financial innovations of the fifties and of the sixties. A test is
provided by the introduction of a dummy variable d as an
additional explanatory variable in the previous regression equation.
We shall take & = 0 until 1967 and d = 1 thereafter:

pe — 1 = —3.9681 + 1.3072 n, — 0.4441 (x, — m,_;) — 0.1106 d
(1.6018) (3.4851)  (8.7772) (0.0466)

R?* = 0.5699
DW = 2.1744

The dummy has no statistical significance, supporting the
hypothesis that financial innovations since 1968 have been as
important as the ones of the preceeding eighteen years.

Up to now we have been assuming that supply and demand
are always in equilibrium in the money market. This is not an
intolerable simplification, since we have only dealt with annual
average figures. Yet, one might improve the explanation coefficient
of our regression equations by assuming an adjustment function
of the form:

m, — my = k(m; —m,_,)

where m, indicates the money supply and m, the money demand,
both in logs. We are led to introduce p, — p,_, as an additional

explanatory variable for the changes w, — x; in the real cash
balances:
B — My = —3.0182 4 1.1512 n, — 0.5418 (w, — m—1) +
(1.4252) (4.1380) (5.1068)
+ 0.3295 (u —pe_1)
(2.9425)
2 0.6831

DW =— 1.6887
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5 — The Phillips relation

Most empirical investigations on inflation-output trade-offs in
Brazil have been carried out by Antonio Carlos Lemgruber. 2 The
results of such investigations are usually understood as supporting
the natural unemployment rate hypothesis. Since unemployment
figures have never been regularly estimated for Brazil until late
1979, Lemgruber {its a geometric trend to the series of real industrial
output; and correlates deviations from the trend with his estimates
of the unanticipated inflation rate. Lemgruber has properly limited
his trade-off studies to industrial output. Deviations from trend
in agricultural production basically depend on climatic events.
They are cause but not effect of unanticipated inflation.

The assumption that industrial capacity expands as a geometric
progression is to be considered as an archeological simplification
intended to circumvent the absence of unemployment statistics.
Data on the average utilized capacity, however, are available since
1969. The series is too short to provide the appropriate inputs
to a Phillips curve. Yet, it can be used to test the adequacy of the
hypotheses on the industrial trend, since one should expect
deviations from trend to be strongly correlated with the average
utilization of industrial capacity.

The log of Lemgruber's industrial trend for the period 1950/78
is a straight line with a 8,139, slope. The correlation coefficient
between his estimated deviations from trend and the average
utilized capacity is no more than 0.46, for the period 1969/78.
This result suggests that Lemgruber’s findings should be confronted
with the ones emerging from some modified series of potential
industrial output. Modified trends will be introduced later on.

One of the best Phillips relations estimated by Lemgruber
for the period 1950/78, using annual data, has been the following:

Al = —0.1183 4 0.7466h1_, + 0.2095 (x, — m_;)R? = 0.7648
(0.15)  (6.79) (2.02) DW = 1.4875
Durbin h = 1.6672

where h{ indicates 100 times the deviation of the log of industrial
output from trend; m,, as previously, indicates the percentual rate
of inflation. The constant term, as expected in a Phillips relation,
is not statistically significant. Deviations from the trend, however,
are strongly subject to serial correlation. The result is not surprising,
since the business cycle is not a white noise, but the high regression

2 Lemgruber (1979).
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coefficient on h!_; requires some explanation. Lemgruber just
sends us back to the Lucas supply function, where serial correlation
in output is introduced as an ad hoc assumption, and accepts

&« — 1, —, or some fraction of it as a good proxy for the unanticipated
part of the inflation rate. Adjustment costs as pointed out by
Sargent, could be responsible for serially correlated deviations
from the trend, but I think that an alternative explanation is more
suitable to the Brazilian case.

As a point of departure, let us assume that the industrial
supply function is described by

)’{:..{+hf=°o+b(f’¢—wt)+ut 1)

where y! and { indicate the logs of actual and potential industrial
output, respectively, where p; and w; stand for the logs of the
general price and wage levels and where %, is a random walk.

Let us now assume that nominal wages are indexed with a
one year time lag, plus a productivity gain z, plus an adjustment
factor to the deviations of industrial output from the trend, plus
a serially independent random variable e;:

W —W g = Py — P2tz chey 4 e (2)

Taking the first differences in equation (1) and introducing
the above wage adjustment hypothesis yields:

h{ = '{, + b (ﬂ:p C ﬂ._)) + (l —_ bc) h{_] + Es (3)

where oy = a, —a,_;, — (y, — ;,_1) — bz, should be zero under
proper settements for the productivity gain z,, and ¢, = 2, —
— %,y — be, is white noise. Equation (3) has the precise
specification of the Phillips relation estimated by Lemgruber and
is perfectly consistent with strong serially correlated deviations of
industrial output from trend.

It should be noted that ¢ = 0 in equation (2) would lead us
to a non-accelerating Phillips relation, namely to a permanent
trade-off between the inflation rate and the deviation of output
from the trend. Lemgruber's findings support the natural
unemployment rate hypothesis in the sense that they reject the
hypothesis ¢ = 0 at 98%, confidence level.

Another interesting result pointed out by Lemgruber is the
evidence of asymetrical impacts of inflation acceleration and
deceleration on industrial output. The following equation, estimated
for the period 1950/78 suggests that inflation can only decrease
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at the price of a temporary industrial slow-down, but that
acceleration of the inflation rate has no real effects:

Rl — 2.1662 +4 0.7765hI_; + 0.5988 (1 — Mey) = —

(2.06) (7.81) (8.59)
— 0.1228 (w, — my_;) +

(0.81) R? — 0.821t
DW = 1.6817

Lemgruber explains his kinked phillips curve findings as a
result of a mix of rational expectations and inflation rigidity.
Wages would be adjusted according to rational inflationary
expectations if and only if inflation rates were accelerating. I have
myself elsewhere suggested that indexation with a lag on reference
prices could be responsible for this as asymetrical behavior. A
more careful analysis of the statistical data, however, discards these
sophisticated explanations. In the 1950/78 period, the inflation
rate experienced six big leaps, the ones of 1954, of 1959, of 1962
and 1963, of 1974 and 1976. In the first two cases the acceleration
of inflation coincided with generous minimum wage increases. In
1962 and 1963 nominal wages were strongly pushed up by the
Goulart populist Government. Inflation accelerated in 1974
because of the oil shock and because prices had been strongly
repressed throughout 1973. Only the 1976 leap cannot be mostly
ascribed to unusual events, in spite of some adverse suply shocks.

Summing up, I prefer to stay with Lemgruber’s symetrical
Phillips relation. I still assume that wage indexing in the Brazilian
way creates some sort of inflation rigidity, in a sense which will
be explained in section 7. Yet, since wage adjustment rules were
subject to dramatic changes throughout the period, and since full
wage indexing was just introduced in 1975. 7 do not believe that
rigidities can be properly identified by least squares exercises on
the 1950/78 data.

As previously noted, Lemgruber findings depend on his
simplifying assumption of a geometric industrial trend. It is
important, therefore, to check whether his conclusions hold when
other plausible hypothesis on the trend are adopted.

As alternative exercises, let us determine the trend equations
by fitting a parabola and a cubic polynominal to the logs of the
indices of real industrial production. Potencial industrial output
is now determined by one of the following equations:

yI = 8.127568 4 0.068140¢ 4 0.000465¢2
yI = 3.061284 4 0.0993182 — 0.002368#2 + 0.00006743¢5
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where ¢ = ¢t — 1950, and with the understanding that the
above equations should only be applied to the 1950/78 period,
since it would be obviously absurd to extrapolate parabolic or
cubic trends. With the parabolic trend, the correlation coeficient
between deviations from trend and the average utilized industrial
capacity, from 1969 to 1978, increases to 0.71. The cubic trend
raises this correlation coefficient to 0.91.

With the above trend equations, the Phillips relations are now
described by the following regression equations:

Rl = — 0.1517 4 0.7149 h{_, 4+ 0.2119 (x; — m_,)
(0.2003)  (6.0982) (2.0606) R® — 0.7382
DW — 1.3725
Durbin & = 2.1167

n] = —0.5515 + 0.6602 h{_, 4+ 0.2055 (x, — =,_,)
(0.7049) (4.7814) (1.9350) R? — 0.6543
DW = 1.2834
Durbin /i = 2.7768

which provide some additional support to Lemgruber’s findings.
In fact, the hypothesis that the log of the industrial trend is a
straight line is highly arbitrary, and might lead to strong estimations
errors in the h{. Yet, the fact that deviations from trend are strong
serially correlated, makes the Phillips relation somewhat insensitive
to trend errors. (To get an extreme case, put ¢ — 0 in equation (2).
Equation (3) becomes a relation between the rate of industrial
growth and the acceleration of the inflation rate, independently
of the industrial trend).

6 — Inflation and industrial growth in the 1950/78
period — A retrospective analysis

The Phillips relation estimated by Lemgruber and the last money
demand equation in section 4 provide a monetarist explanation
of the Brazilian experience of inflation and industrial growth, in
the sense that inflation rates, as well as deviations of industrial
output from trend are determined by changes in the money supply
combined with demand and supply shocks. Although we are not
engaged in econometric modeling, a worthwhile exercise is to check
to what extent these equations can explain the Brazilian rates
of inflation and industrial growth throughout the 1950/78 period.
(Some two-stage least squares tests suggest that the simultaneous
equation biases can be tolerated).
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Our system of equations, in the absence of shocks, reads as
follows:

W — m = —3.0182 4 1.1512 , — 0.5418 (m, — m_,) +

+ 0.3295 (W, — p,—y)
hi = 0.7466h,fy, + 0.2095 (x; — 7t;_y)

Where the constant term in the Phillips relation, with no statistical
significance, has been conveniently deleted.

We still need a link between the real rate of growth of GDP
and the deviations of industrial output from trend, which can be
approximated by the following cousin of Okun’s law:

N = 6.84 4 0841 (nf — LI_y)

Solving for %, and h{, we are led to the following reduced form
equations:

n = —0.51287,_; + 0.8711hI_, + 1.0143y, +
+ 0.4985u,_, — 7.3460

hI = —0.3169,_, + 0.8244hI_, + 0.21254, +
+ 0.1044p,_; — 1.5390

Some interesting featitres of this system of diference equations
should be pointed out,

The system is conveniently stable, since the eigenvalues of
the matrix

r—0.5128 0.37117
|.—0.8169 0.8244 |

are both inferior to one in absolute value (—0.4165 and 0.7281).
The negative eigenvalue is responsible for some unimportant
cyclical effects. The positive root is large enough to produce a
much more significant result: deviations of industrial output from
trend only adjust quite slowly. This is a result of the strong serial
correlation in industrial output deviations from trend.

The system provides a monetarist explanation for inflation
and growth in one basic sense: if money is expanded at a constant
rate u, and if shocks are entirely absent, the inflation rate will
converge to p — 4,9 and the output gap will tend to zero. Yet,
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the convergence spced is quite different for inflation 1ates and for
output deviations from trend.

A once for all price shock has some significant lagged elfects
one year later, but virtually phases out after the second year,
according to the following interim multipliers.

Period 0 1 2 3 4
ar, 1 —0.5128 0.1454 —0.1112 0.0097
Ah 0 —0 3169 —0.0987 —0.1275 — 0.0699

A shock in output has a much more prolonged real effects,
as shown below:

Year 0 1 2 3 4
Ar, 0 0.3711 0.1156 0.1493 0.0818
ah! 1 0.8244 0.5620 0.4267 0.3045

A temporary change in the rate of expansion of the money
supply has almost only contemporaneous effects on hoth, inflation
rates and deviations of industrial output:

Year 0 1 2 3 4
Ap 1 0 0 0 0
Ar, 1.0143 0.0572  —0.0448 0.0035  —0.0126
Ah{ 0.2125 —0.0418 —0.0526 —0.0291  —0.0251

A permanent change in the rate of expansion of the money
supply accumulates the above interim effects. As a result, the
inflation rate promptly reacts (there is an obvious lag which is
obscured by our analysis with annual average data). The real
side effects, however, persist for a number of years:

Year 0 1 2 3 4
Ary 1 1 1 | 1
Ax, 1.0143 1.0715 1.0267 1.0301 1.0175
AN 0.2125 0.1707 0.1181 0.0889 0.0637
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The conclusion is that if inflation rates are quickly brought
down by a shock treatment, a “miracle” is likely to be sustained
for a number of following years. To take a concrete example, let
us start in 1967, when the money supply expanded 31.49%,, when
the rate of inflation was 24.9%, and when, according to Lemgruber,
industrial output was 18.2%, below trend. (This gap has been
probably overestimated but, as we have previously remarked, errors
in the trend do not significantly affect our results, because of the
strong serial correlation of the gaps). Let us indicate by =, h!, 7
the inflation, the industrial gap and the real GDP growth rates
which would have prevailed if, from 1968 through 1971, the
Brazilian economy actually behaved according to our equations,
if no shocks had occurred and if money expanded as it actually
did. As one can note below, the real world did not perform very
differently from our imaginary one:

Year 68 69 70 71
u, 34.5 28.0 25.1 26.6
#, (simulated) 23.8 20.9 17.3 20.0
x, (actual) 21.7 18.9 18.1 18.6
Al (simulated) —13.82 —10.92 —8.91 —6.00
hf (actual) —13.80 —10.50 —8.75 —3.51
» (simulated) 10.5 9.3 8.5 9.2
7 (actual) 10.6 9.5 S.4 12.2

The miracle was that, in spite of moderately expansive
monetary policies, inflation rates declined while industrial output
was able to grow at an average annual rate 3.79%, above trend.
Industrial output would only have grown at is trend rate (8.13%,
per annum) if the same monetary policies were followed but if
no output gap existed in 1967. And the inflation rate, although
coming down to 21.5%, in 1971, would have been substantially
higher in the interim years, especially in 1968.

Table ! below compares the actual inflation rates and
industrial output deviations from trend with the ones resulting
from the previous reduced form equations. For a simple monetarist
model, with only two equations, results are not bad. Most of the
prediction errors find some simple factual explanation. After all,
in a highly regulated economy, with a proliferation of price, wage,
exchange and interest rate controls, one should not expect annual
inflation rates and output gaps to be solely explained by the rates
of expansion of the money supply. Inflation rates are significantly
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Table 1

Yeai My {1 ;; ’l{ 7![

1951 22.6 15.3 21.7 22.22 5.44
1952 13.7 11.2 10 8 —1.05 0.71
1953 16.6 13.8 —10.2 —0.84 —1.00
1954 20.9 23.9 14.7 —0.66 —0.43
19556 17.5 15.2 8.5 1.31 —3.76
1956 18.4 18.2 12.7 ~0.14 0.46
1957 20.4 13.1 13.3 —2.72 —1.17
1958 29.1 12.2 24.5 4.15 0.32
1959 24.5 32.1 27.3 7.24 6.26
1960 33.8 25.6 25.4 8.29 4.00
1961 36.9 31.5 36.9 10.30 8.53
1962 44.0 41.6 43.3 9.67 10.17
1963 46.2 56.2 43.7 1.73 7.G6
1964 61.4 64.4 49.8 —1.37 —0.05
1965 60.7 15.0 51.3 —14.30 -3.77
1966 30.3 32.3 25.2 —13.10 —14.81
1967 31.4 24.9 18.2 —18.20 —12.74
1968 34.5 21.7 23-8 —13.80 —13.82
1969 28.0 18.9 22.0 —10.50 -~10.24
1970 25.1 18.1 18.5 —8.75 —7.93
1971 26.6 18.6 19.6 3.51 —6.22
1972 27.0 15.7 22.5 0.93 ~ 1.81
1973 38.5 14.1 37.5 7.49 .20
1974 32.5 25.2 40.4 8.77 11.09
1975 28.5 24.5 28.1 6.70 7.15
1976 34.1 31.6 31.4 8.71 6.44
1977 32.0 35.6 27.6 4.38 3.04
1978 33.9 32.7 26.4 4.04 L.33

SOURCE: Sec Table 2.
NOTES: ¢, x4, hf: actual percentagens: mouey supply growth, inflation rate, industrinl output
devintion from trond: my, hf: predicted valuca based nn previous year actual valuen.

above predictions in the years of strong wage pushes such as the
1954 /56 periocl, the Goulart 1963, and the corrective inflation period
extended throughout the Castello Branco administration. Inflation
also exceeded the monetarist forecasts in the adverse supply-shocks
period {rom 1976 to 1978. Prices increased much less than money
would explain in years of tight controls, such as 1951, 1958, and,
generally speaking, the 1972/74 three year period.

The biggest discrepancy in the industrial gap forecast occurs
in 1965, when demand was strongly reduced by a fiscal and
psychological shock. Industrial output had already fallen below
projections in 1963, when the populist official policies stimulated
every sort of adverse domestic supply shock.
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7 — Notes on indexation

Escalator clauses are by no means a recent economic proposal.
They were explicitly suggested in 1807 by an English writer on
money, John Wheatley, and were enthusiastically defended by at
least two great economists ol the past, Alfred Marshall and Irving
Fisher. The success of the practical experiences with widespread
indexation is highly controversial, Hyperinflation epidemies were
always accompanied by quickly adjustable escalator clauses, but
indexation was much more the effect than the cause of the price
virulence. Mandatory indexation of wage contracts was adopted
by some Europen countries after the Second World War. In most
cases the experience was soon abandoned because of the alledged
feed-back effects on inflation rates. In the last fifteen years
widespread indexation was introduced in a number of Latin-American
countries, the most comprehensive experience being that of Brazil,
where the indexation rules were described in section 3. There
is no doubt that, at least in the Brazilian case, indexing removed
most of the economic distortions traditionally caused by chronic
inflation. 1n particular, it restored the functioning of a number
of markets which had virtually disappeared because of the
uncertainty in long term price forecasts: mortgages, long term
bonds and long term rent contracts. Inflation accounting was made
mandatory with a double benefit for corporate savings: illusory
profits were neither distributed nor subject to income tax. In
spite of all these advantages, indexation is usually understood as
a fruitful device to live with inflation, but as the cost of almost
perpetuating price increases.

Widespread indexation, or at least mandatory indexation
was strongly criticized by John Maynard Keynes in Chapter 19 ot
T'he General Theory, from which the following passage is quoted:

“1f, as in Australia, an attempt were made of fix real
wages by legislation, then there would be a certain level of
employment corresponcing to that level of real wages; and
the actual level of employment would, in a closed system,
oscillate violently between that level and no employment at
all, according as the rate of investment was or was not below
the rate compatible with that level; whilst prices would be in
unstable equilibrium when investment was at the critical level,
racing to zero whenever investment was below it, and to
infinity whenever it was above it. The element of stability
would have to be found, if at all, in the factors controlling
the quantity of money, being so determined that there always
existed some level of money-wages at which the quantity of
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money would be such as to establish a relation between the
rate of interest and the marginal efficiency of capital which
would maintain investment at the critical level. In this event
employment would be constant (at the level appropriate to
the legal real wage) with money-wages and prices [luctuating
rapidly in the degree just necessary to maintain this rate of
investment at the appropriate figure. In the actual case of
Australia, the escape was found, partly of course in the
inevitable inefficacy of the legislation to achieve its object,
and partly in Australia not being a closed system, so that the
level of money wages was itself a determinant of the level of
foreign investment, and hence of total investment, whilst the
terms of trade were an important influence on real wages.”

Yet, in a challenging essay published in 1974, Milton Friedman
suggested that the adoption of widespread indexing clauses would
not only neutralize the inflationary distortions, but also reduce
the side effects of anti-inflationary policies. The central argument
by Friedman is that these side effects fundamentally reflect
distortions introduced in relative prices by unanticipated inflation
or deflation. These distortions arise because contracts are entered
into in terms of nominal prices under mistaken perceptions about
the likely course of inflation. Widespread adoption of indexation
clauses would minimize the effects of the expectational errors,
casing the side effects of anti-inflation masures. Friedman neither
takes into account supply shocks nor the possibility of inflation
rigidities introduced by indexation. The second omission seems
perfectly excusable, since Friedman never advocated mandatory

indexation.
Let us make some theoretical comments on this controversial

issue. For sake of simplicity let us confine our discussion to
wage indexation.

As a point of departure, let us assume an aggregate supply
function of the form:

Yo=a + b (p — w) + 1, )

where y,, p, and w, are the logs of real output, price and wage
levels, and where 1, stands for a supply shock. This is essentially
the same as equation (1), except that now 7y, represents total
(and not industrial) output, and the shock u, is not hound to
be a random walk.

A number of wage rules will be entered into this supply
function. We shall first assume that wages are flexibly determined
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according to rational expectations on prices on the basis ol
information available at the end of period ¢ — ]

5’.1 =a + b (Ey pp — w)) + Ey uy 3)

where 7y, stands for the log of potential output and where the
operator E,_, indicates the orthogonal projection on the information
subspace available in period ¢ — 1.3

Equations (4) and (5) lead to the abridged Lucas supply
function:

yo— P =b( — E_)p+ (I — E_) (6)

Where the neutrality theorem holds, since E,_, (y, — %) = 0,
and since no policy rule can affect the unexpected component of
%1 — ¥, This is a highly comfortable hypothesis, since it excludes
any short or long run trade-off between price and output
stabilization policies. Actually, anti-inflationary policies would be
painless under such a supply behavior.

As noted by Stanley Fischer, wages might be determincd
according to rational expectations on prices. Yet, since wage
contracts usually extend over a number of periods, different
information sets become involved in the supply function, which
now assumes the form:

Y=y =b(—E_)p+ b (0 —E_ ) Py + ... +
+ bl (,—Et—n) pl + Uy (7)

where the supply shock u; is orthogonal to the information sct of
period ¢ — n, but not necessarily to that of period ¢ — 1.

Supply equation (7) brings us down to earth, since it is
able to explain why a temporary slow down in the economy is the
usual cost of anti-inflationary polices. It also introduces a difference
between optimum policy rules for price and for output stabilization
when supply shocks are serially correlated. The point now is that
money-wages are temporarily rigid, so that real wages depend on

3 We shall treat rational cxpectation by vector methods. We first define a
vector space H generated by the constant 1 and by a finite set of random
variables with a multivariate normal distribution. The inner product is defined
by the usual rule, (x,3) = E(xy), where E indicates mathematical expectation.
An information sct L is a subspace including the constant 1. E.x, i.e. the
orthogonal projection of the vector x on L, is the conditional expectation of

x to the information set L, (I — E.)x stands for the uncxpected part of x, I
indicating thc identity operator. The square of the noarm of this unexpected
part, i.e. | (I — E.) x|* is the conditional variance of x to the information set L.

29



inflation rates. The optimum price stabilization rule entirely
transfers to output the effects of the identified supply shocks.
The optimum output stabilization policy passes all these effects
into prices.

Let us now introduce two alternative wage indexation rules:

w = wo + P 4+ N ©))
w, = Wy + Pi_1 + X ©))

Formula (8) describes instantaneous or ex post indexing: nominal
wages are automatically adjusted to changes in the general price
level plus a productivity increase x,. Formula (9) describes a
more practical arrangement whereby nominal wages are adjusted
to the general price level with a certain lag. Since wages are usually
paid before the price index of the period has been published,
there are good reasons to prefer this type of indexing arrangement.
In this case, because of the adjustment lag, w, is expected to
incorporate an allowance for one period inflation.

In spite of formal similarities, wage rules (8) and (9) lead
lo substantially different supply curves:

o= — b@wo + x1) + 1, (10)
Yo =2a + b — p1) — b (W + %) (1)

With instantaneous indexing, described by equation (10), aggregate
supply becomes totally inelastic with respect to the general price
level. This obviously eliminates any temporary or permanent
conflict between price and output stabilization policies. In fact
there is only one possible output stabilization device, and it belongs
to the controversial field of incomes policies: to establish the

productivity gain x, as a stochastic process, subject to a rule
x, = E,_,x; such that:

¥ = a, — b (wo + %) + Ej_yu (12)

according to which the productivity coefficient should absorb all
the supply shocks.

Equation (11), associated to lagged indexing, is a conventional
and not an accelerating Phillips curve; output is an increasing
function of the actual rate of inflation p;, — p;_, and not of its
unanticipated component. This opens the possibility of stabilizing
output through the perpetuation of the inflation rate. Surely,
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price and output stability could still be reconciied if the wage
basis w, and the productivity rule x, were established so that:

Yye=a — b (Do + x) + Eiy (12.a)

which would mean that indexation would have been introduced
in a stable price environment. I have never heard of such an
experiment. Indexation is usually introduced alter a prolonged
inflation period. The wage basis @, is seldom revised downward
and combined with a productivity rule according to equation
(12.a). The right side usually stands signilicantly below potential
output, and governments are tempted to achieve full employment
through accepting a chronic inflationary process. This seems to
be the explanation for the conventional wisdom which considers
indexation as an inflation perpetuating device.

Mandatory indexation apparently just differs from voluntary
indexation in its legal content. Yet, there are some important
economic consequences. An escalator labor contract involves two
key elements, the wage basis wo and @, and the productivity
coelficient x, rule. Errors can be commited when these elements
are negotiatcd. The possibility of output stabilization without
resort to accelerating inflation therefore depends on the possibility
of periodically renegotiating the wage basis and the productivity
rule. Such renegotiations might be relatively easy to conduct if
indexing arrangements are a voluntary clause in labor contracts.
Yet, they become a political nightmare when the indexation and
productivity rules are imposed by law.

Even with mandatory indexation, market forces prevent
output from indefinitely deviating [rom the trend. A possibility,
is that actual nominal wage adjustments deviate from the indexation
rule according to an incrcasing function of the output ga, i.e.:

W, — Wy = P — Per+ 2+ f Qi — Fer) (18)

Where z;, = x; — x;,_; and f (0) = 0. The problem is that
f 1—x — 9:—)) is likely to be a strongly convex [unction. It
might even present a kink at the origin. In [act, since indexing
laws set floors but not ceilings to wage adjustments, nothing
prevents the market to exceed the legal nominal wage increase,
except perhaps, a little bit of inertia. Now, to actually adjust
nominal wages below the legal requirements, there is only one
costy procedure: to lay off workers and contract some cheaper
substitutes. This might be the reason for a kink in our adjustment
function. In a simplilied version, one could assume f (y.—1 —
Fi—:) = ¢ (31—1 — Yi—,) for negative deviations from trend and
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f -1 — 9e=1) = C (ya—2 — 9_1) for positive deviations, with
¢ < C. We would now be led to an accelerating Phillips curve
similar to the one described in equation (3), section 5, but with a
highly uncomfortable peculiarity. The regression coefficient 1 — bc
or 1 — bC of the deviation of output from trend on its lagged
value would be higher to the left than to the right.

Instantaneous indexing, has two important cheoretical virtues.
First, as we have already shown, it eliminates any short or long
run conflict between price stabilization and output stabilization,
Since aggregate output becomes insensitive to the price level,
inflation can be fought without unpleasant side-effects on output
and employment. Second, it also prevents unexpected shifts in
output caused by demand shocks. To prove the latter proposition,
let us apply the operator (I — E,_,) to both sides of supply
equation (10). Since e, and wy are nonrandom, and since x, is
subject to some rule, i.e. x, = E,_,x;:

=E_ )y = —=E)uy (14)
or, taking the squar of the norm of both sides:
Var,_y, y; = var,_ju, (15)
vary_; indicating the conditional variance to the information set

available in period ¢t — 1.

Since demand shocks do not affect output, they must be
entirely translered to prices when wages are instantaneously indexed.
To prove the above proposition let us assume that demand can
be described by the velocity equation:

y=m — P + ¢ (16)

where ¢, stands for the demand shock.

The money supply is supposed to follow some rule, i.e.
(I —E,_;)my = 0. Hence:

(I —E)ye = (1 — Ey) (&0 — p)) (17
Combining (14) and (17):

I —E_ ) pe=(I— E_,) (e, — )

Assuming that the unexpected components of the supply and
demand shocks are uncorrelated:

var,_y p = var,_; u, -+ var,_, e, (18)
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To have a standard for comparison, let us calculate the
conditional variances of prices and output il wages, instead of
instantaneously indexed, were flexibly negotiated according to
equation (5). Insted of (14) we would now have:

0 —E_)y=0b—L_)p+ I —E_y)u (19
Combining (17) and (19), simple calculations yield:
var,_y u, + b2var,_, e,

var_q, y, = Tx5)° (20)
varg_; p, = —— "(:1-:_ Z;Z‘—l < (21)

The same [ormulae apply to the Stanley Fischer supply
equation (7), taking b = b, 4 ... + b,

We can now use the above results to identify the black face
of instantaneous indexing. First, although it protects output against
demand shocks, it overexposes it to impact of unexpected supply
shocks. Second, it increases the sensitivity of prices to either type
of shock. A more serious problem arises when supply shocks
are serially correlated: output can only be stabilized at its potential
level if the stochastic productivity rule (12) is adopted. Although
some proxies to this rule have been occasionally implemented (for
instance, in Brazil, from july 1976 through August 1979) it is
hard to convince workers that their increase in physical productivity
should be adjusted for changes in the sectoral terms of trade.
Still more dangerous is an arbitrary productivity rule imposed
by law, where errors might exceed supply shocks.

Lagged indexation, described by supply equation (11), poses
other types of problems. Prices and real wages still keep some
degree of flexibility, and in fact the conditional variances of prices
and output are described by equations (20) and (21). The problem
is that now errors in the wage basis or in the productivity rule
are not necessarily transmited to output. They generate, as we
have already mentioned, a very unfortunate Phillips relation.

Since instantaneous indexing has some virtues which are not
shared by its lagged version, one might be tempted to recommend
the shortening of the adjustment lag, to get the best possible
proxy. Except if the wage basis 1, is properly revised downward,
this is a toxic medicine. For it will simply accelerate the annual
rate of inflation that will keep output at its potential level.
Neglecting productivity and shocks in equation (11), the rate of
inflation which will keep full employment is determined by:

¥ — a,

Pt—f’t—lz'—b——"f“‘.’o
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The right side of the above equation is the annual rate of
inflation if wages are adjusted once a year. It becomes the

quarterly rate of inflation if wages are adjusted every three
months.

Summing up, indexing is a powerful but a dangerous tool.
It makes life easier with inflation and, in highly idealized
circumstances, it might even reduce the unpleasant side-effects of
anti-inflationary policies. Supply shocks are the first instance of
malfunctioning of the system. Mandatory indexing might create
rigidities which are hard to correct. And lags in indexation

arrangements often induce policy makers to perpetuate inflation
in order to achieve full employment.

Table 2

Years P x M n

1950

—
o
5]
(-]
-
[
—
=4
o
N
[
~
N
N
-
L
-]

1.1 . . . .2 3.52 4.16 —0.88
1051 1.3 15.3 77.0 22.6 30.4 23.8 48.5 2.43 2.22 —4.21
1052 1.4 112 88.3 13.7 33.0 25.0 52.9 3.03 —1.05 0.48
1053 1.6 13.8 104.2 10.6 33.9 27.2 53.0 —041 —0.84 —3.30
1054 2.1 23.9 128.4 20.9 37.3 20.5 57.2 2.38 —0.60 0.20
1955 2.4 15.2 152.9 17.5 30.9 32.7 6l.6 2.19 1.31 3.61
1958 2.9 18.2 183.8 18.4 41.1 349 60.1 —1.52 —0.14 —2.82
105? 3.3 13.3 225.6 20.4 44.4 36.9 657 —0.61 —2.72 2.086
1958 3.7 12.2 301.6 20.1 479 420 61.1 —0.02 4.15 0.04
1959 5.1 32.1 385.4 245 50.5 48.0 70.6 -—1.43 7.24 1.20
1080 6.8 25.6 540.3 33.8 055.4 52.6 74.1 1.00 8.29 1.97
1961 9.1 31.5 781 0 36.9 61.1 58.2 79.7 3.97 10.30 5.23
1962 13.8 41 6 1.213.5 440 64.4 062.8 84.0 2.26 0.67 6.65
1063 24.2 56.2 19208 46.3 655 62.0 849 —2.77 173 3.5¢
1964 46.1 64.4 3.560.6 61.4 67.3 60.1 86.0 -—7.00 ~—1.37 0 85
1965 72.3 45.0 6 533.3 60.7 60.1 63.0 07.0 —11.10 —14.30 9.76
1066 00.8 32.3 8 842.7 30.3 71.7 69.2 8368 —I14.30 —13.10 —10.10
1067 128.0 24.9 120088 31.4 752 71.3 013 —10.40 —18.20 —5.27
1068 150.0 21.7 17 086.0 34.5 83.6 80.8 954 —12.60 —13.80 —1.00
1069 102.0 18.9 22 598.0 28.0 01.0 900.6 99.0 —90.08 —10.50 —5.21
1970 230.0 18.1 29 054.2 25.1 100.0 100.0 100.0 —8.36 —8.76 —8.23
1971 277.0 18.6 37 004.6 26.6 112.3 114.3 114.4 —2.71 —3.61 —1.456
1972 324.0 15.7 49 653.2 27.0 126.6 120.6 110.0 1.55 0.93 —1.42
1973 373.0 14.1 72953.6 38.5 144.2 150.1 120.1 7.73 7.49 —1.97
1074 480.0 25.2 100 920.8 32.5 158.3 164.9 130.3 10.20 8.77 2.16
1975 613.0 24.5 134 245.3 28.5 107.3 175 2 134.7 8.02 6.70 1.46
1976 866.0 34.0 188 872.3 34.1 182.3 103.0 140.3 10.70 8.71 1.52
1977 1 236.0 35.0 260 169.5 32.0 100.8 201.4 153.8 8.39 4.38 06.68
1978 1 714.0 32.7 365 247.3 33.9 202.2 217.7 151.2 7.30 4.04 0.96

SOURCES: Central Bank (Bullelin) and Getulio Vargns Foundation (Conjunlura Econémica).

NOTATION: P: General Price Levol Index (1865/67 = 100) (annual average); * Rato of Inflaticn
measured aa 100. log (PPi-1); M: Money Supply (Cr$ million) (annual average): 4: Rato of Money
Growth menaured as 100. log (M/M:-1); ¥: Real Output lnde:ém’lo = 100);— Real GDP; yI: I[n-
duatrial Qutput Index (1970 = 100); y4: Agricultu.al Qutput Index (1970 = 100);: A: 100. log (y/v*)
where log y® is derived from a trend regreasicn (slope: 0.0884); A7: 100. log (y//tf*) whero log y/* it
derived from a trend regression (slope: 0.0813); A4: 100. log (v4/y4*) wherc log y4* ia derived from
a trend regreasion (siope: 0.0402).
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Real output - Inflation trade-offs,
monetary growth and rational expectations

in Brazil - 1950/79 *

Antonio Carlos Lemgruber **

1 — Introduction

Inflation and recession are certainly among the main themes of
modern macroeconomics. As is well known, the recent economic
literature has concentrated efforts to explain simultaneously
inflationary and recessionary movements in market economies. The
purpose of this paper is to contribute to the study of the
inflation-recession dillema, by making use of data from Brazil for
the period 1950/79. The Brazilian case is particularly interesting
because of its high and variable inflation rates, ranging from 119,
in 1950 to 909, in 1964 — with an average of 30%,. In the same
period, the rate of real growth has varied between 149, (1973)
and 1.89, (1963) for an average of 7.29%, and the so-called real
output “gap” varied between — 169, (1967) and 4 119, (1976)
for a zero average.?

In order to undertake this analysis of the relations between
inflation and real output, as well as to study the effects of economic

¢ Originally published in Revista Brasileira de Economia, vol. 84, n° 4,
October/December, 1980.

¢* Tundagio Getulio Vargas, Rio de Janciro.

1 Qutput gap herc has the meaning of the relative deviation of actual output
from normal output. For further dectails, sce Sections 2 and 4. Notice that the
numhers for inflation and growth here rcfer to percentage rates, in contrast
to logarithmic rates used in thc rest of the paper. Percentage rates are the
more usual mecasures, but logarithmic rates present some propertics that
make them preferable for thcoretical analysis (in particular, symmectry). The
2ero average for output gap is obviously a consequence of the fact that the
mcasure of the gap is based on the residual of a least-squares trend regression.
See Section 4 also.
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policy on both, we will try to apply some recent models and ideas
of modern macroeconomics. More specifically, we will consider
two small-scale macromodels (Laidler-Parkin and Lucas), and we
will also take into consideration rational expectations theory and
some hipotheses related to downward inflation rigidity.

In Section 2, we consider the Laidler-Parkin model and the
Lucas model. Both models concentrate their attention on
inflation-real output trade-offs. In Section 3, we present a rapid
review of rational expectations and discuss some of the criticisms
that have been made against this approach, including the hypothesis
of downward inflation rigidity, due to contracts and customer
markets. In the next Section 4, estimates of the Laidler-Parkin
model and the Lucas model are presented for Brazil (1950/79)
with annual data. Finally, in Section 5, the inflation rigidity

hypothesis is also tested for Brazil. A summary and some conclusions
can be found in Section 6.

2 — Two popular modern models of inflation

In order to organize our discussion about real output-inflation
trade-offs in Brazil, let us consider in this section the workings
of two well-known models of inflation: the Laidler-Parkin model
(hereafter, LP model) and the Lucas model (hereafter, L model)
Both models are very good examples of one of the main purposes
of modern macroeconomics, that is, to study inflation within the
context of simple but complete macromodels that concentrate
their attention on the problem generally characterized by Friedman'’s
so-called “missing equation”.2 In Friedman’'s words, “the key
need to remedy the defects common to (standard macroeconomic)
models ... is a theory that will explain ... the short-run division
of a change in nominal income between prices and output ...™.3

Let us start by reviewing the LP model, 4 composed of 6
equations related to the endogenous variables h, Ah, AP, AP*, Ay
and Ay®, that is, the level of excess demand measured by a “real
output gap”, the change in excess demand, the rate of inflation,
the expected rate of inflation, the rate of real growth, and the
rate of potential real growth.

One should notice that in one of the equations below 4 is
implicitly being defined as y — y*, or the difference betwecn the
log of real output and the log of potential or normal output —

2 Sec Friedman (1971).
8 Ibid., p. 48.
4 See Laidler and Parkin (1975) and Laidler (1975).
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real output gap measure. Moreover, P is the log of the price level
and P* is the log of the expected price level. Notice also that,
by definition, Ak equals k2 — h,_,.

The model can be written as follows:

AP = ah 4 AP* )

AP* = bAP,_, + (1 —b) AP}, 2
Ak = c(AM — AP) 3)

= Ak 4 hy_, 4)

Ay = Ay* + Ah (%)

Ay* = B (6)

where a, b and ¢ are positive parameters (with b less or equal
to 1), AM is the rate of monetary expansion, and f§ is a constant
potential real growth rate. 8

Equation (1) is a price formation equation with emphasis
on excess demand and expectations, equation (2) is an adaptive
expectations hypothesis, ® and equation (3) is a simplified
aggregate demand formulation. The other three equations have
mainly a definitional content.

It will prove useful to reduce the model to 2 equations:

h=c(AM — AP) 4+ h, _, ()
AP = AP,_, 4+ ah — a(l —b) hy_ (8)

Equation (7) — related to the aggregate demand side —
implies a negeative relationship between h and AP, and it contains
two predetermined variables: AM and h,_;. It could also be
written as

Al = ¢ (AM — AP) (7a)

Equation (8) corresponds to a “modern” Phillips Curve of
the accelerationist type, leading to a positive relation between

G In the original formulation, somc of thesec equations were only implicitly
taken into account, but not explicitly. Another differcnce between the model
composed of equations (1) to (6) and the original formulation relates to the
presence of a lagged h in the price equation instead of contemporaneous h,
but our preference for i is based purcly on empirical reasons.

6 But see the next section on rational expectations.
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excess demand and inflation, and containing the following
predetermined variables: AP,_; and h,_;. It could also be written as

AP = ah — a(l — D) hy_, (8a)

where AP = AP — AP,_,, represents the acceleration of inflation
or the second derivative of the log of the price level.

The reduced forms of this model are very significant, with
AM, AP,_, and h,_, determining variables such as AP, A%P, I
and Ah. Let us show the reduced form coefficients for AP and
I only:

_r _ab
_ 1 4+ac(l —0b)
h=—"C_ 1+ APy + o AM + e hy_y (10)

We will return to analyze these reduced forms of the LP model
just after the presentation of the Lucas model (or L. model).

Using the same notation as before, the formulation of the L
model would be as follows: 7

h =y (P—=P* 4 My_, (11)
P=Y —y (12)
P* = E (P[] (13)
*=Y.,.+4a (14)
Y=Y* 4 u (15)
y=nh+y* (16)
» =35+ 0T (17)

Equation (11) is the well-lknown Lucas' aggregate supply
formulation and it could also be written as:

y =9y 4+ y(P—P* 4 Ay — yio)) (11a)

Equations (12) and (16) are definitions, but (12) should be
regarded as aggregate demand for Y given. Equation (13)

7 Sce Lucas (1972 and 1978).
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embodies the rational expectation hypothesis, 8 where I represents
the available information set at period ¢. In (14), one finds a
very simple hypothesis about policy behavior. Notice that Y is
log of nominal output and Y* is predicted log of nominal output.
People expect AY*® (the predicted rate of change of nominal
output) to be on average equal to a.? But, according to (15),
Y will differ from Y* (or AY will differ from AY*) by u. Therefore,
AY = @ 4+ u — an anticipated and an unanticipated component.
Finally, (17) identifies potential real output with a trend value.
Parameters y and A are positive, with A < 1.

It is certainly useful to attempt to present the L. model with
the same endogenous variables as the L-P model. We have then:

h =y (AP — AP*) + Ay, (18)
AP — a 4+ u — Ay (19)
AP® — E(P/I) — P,_, (20)
Ay = Ah 4 Ay* (21)

Ah = h — hy_, (22)

dy* = B (23)

The aggregate supply equation (18) is the counterpart of the
L-P Phillips Curve. Equation (19) becomes an aggregate demand
relation, where AY is simply disaggregated between anticipated
and unanticipated components. Moreover, (20) replaces the adaptive
expectations fermulation for a rational one. 10

Let us now reduce the L. model to 2 equations:
I =y (AP — AP*) + Ay_, . (29)
AP = AY® 4+ (AY — AY®*) — (h — hy_,) — B (25)

with AP*® for the time being taken as exogenous (we are therefore
neglecting (20) for a while).

The simultaneity between /i and AP is similar to the one in
the L-P model, with a negative link in (25) — aggregate demand
— and a positive link in (24) — aggregate supply.

8 Sec thc next section.
8 Notice that AY® = Y°* — Y,

10 (It must be emphasized that P — P* — AP — AP®, since AP* —= P* — P,
This link between inflation expectations and price expectations is the only
logical one.
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For the sake of comparison with the L-P model, it will be
interesting to consider the ‘non-rational” hypothesis AP* = AP,_,.
Let us call the model formed by (24) and (25) with AP* = AP,_,
as the “L1 model”.

But rationality implies that
AP — AP®* = AY — AY* =AY — a=u (26)

this is derived from a “reduced form” for AP deduced from (24)

and (25) with the hypothesis that AP* = E (AP). Therefore,
one could have the “L2 model”:

h =y (AY — AY*) + My, (27)
AP = AY — (h — h,_;) — B (28)

All these models were estimated for Brazil, but with some
minor modifications. For example, the excess demand variable that
was used was related to the industrial sector (#’), and in
consequence we needed complementary equations to link A’ and
h as well as ARf and Ah. Another modification was the inclusion
of constants terms in some equations as well as a supply shock
variable (measured by the deviation of agricuitural output from
trend, that is, hit). Moreover, some additional lagged variables
such as (AM — AP),_, were introduced. Furthermore, in order
to make the LP model and the L1 and L2 models more similar,
we have assumed that it is possible and useful to replace AY by
AM in the L models. As a matter of fact, the subsequent literature
on rational expectations suggests that such a replacement is quite
natural, if one is interested in studying policy effects. 1!

As a consequence of this last modification, of course, one
should now regard a as the anticipated part of money growth and u
as the unanticipated part, with AM — a 4 u. Let us further
simplify the analysis and assume that @ = AM,._,. It could be
argued that this hypothesis is not entirely rational in a context
of strong monetary acceleration (or deceleration), but it seems
to be a reasonably good empirical approximation for Lucas'’

hypothesis, where a corresponds to the “average rate of demand
expansion”. 12

11 See Barro (1977) and Gordon (1977).
12 See Lucas (1973, p. 330).
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The new formulations of the Lucas models would then be:

L1
h =y (AP — AP,_)) + Mi_, (29)
AP = AM — (h — hy_y) — B (30)
L2
ho= vy (AM — AM,_;) + My_, (31)
AP = AM — (h — hy_;) — B (32)

In the L1 model, reduced forms would include the samne
predetermined variables as in the LP model, that is, h,_y, AP,_;,
and AM. In the L2 model, on the other hand, reduced forms would
relate 2 and AP to AM, AM,_,, and h,_,. For example, here are
the reduced forms for real output detrended (or #) in both models:

L1
s B - A et AP, L A
B Lt
L. & - S e s, 33
-|- 1+'Y 21 1+Yf3 ()
L2
h =y AM — vy AM,_, 4 % Iy, (34)

In the [ollowing table, there is a complete list of short-run
and long-run multiplier effects of AM on AP and k: '3

L-P Model L1 Model L2 Model
S-R acf (1 4 «c} /049 l —yorl
APJ|AM (85)
L-R 1 1 1

18 It is useful to rccall here the relation between I and y. By definition,

h = Ay — Ay®* §- lyaor Ay — i — hey 4+ Ay®. Therefore, in the shori-run,
given Ay®* = B and h,,, palicy effects on h are cqual ta policy effects an Ay,
the actual rate of real economic graowth, The analysis in this paper conld have
heen made all along with Ay instead of A as “the real variable”, hur we
have chaosen to stay close 1o the Phillips Curve tradition.
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$-R ef (1 4 ac) v/ (L +v) y or 0
h/AM (36)

L-R 0 0 0

All models present output effects in the short-run and only
price effects in the long-run. It should be said, however, that in
the L2 case the positive short-run output eflect is a consequence of
unanticipated movements in money growth, with AM — AM,_, = .

There is a great similarity between the LP model and the LI
model. In fact, the expected signs are the same for all the
predetermined variables in both reduced forms. If one investigates
the final forms 1 of both models, one will find relations such as

AP = F, (AP,_,, AP,_a, AM, AM,_,) (37)
h= Fy (hy_y hy_oo AM, AM,_,) (38)

that is, second-order difference equations. In the LP model,
the characteristic equation or auxiliary equation would be
X — |24+ac(l—b)|/(1+ac) X 4 1 = 0 and in the LI
model, it would be X2 — 2y 4-2) /(1 + y) X 4+ y = 0. It can
be shown that these auxiliary equations generally contain complex
roots and in consequence the models present oscillatory movements
or cyclical properties, depending particularly on the values of
aor yas well as b or L. 15

IfA =0and b = 1, the LP model and the L1 model become
even more similar models. In the empirical applications for Brazil,

it will become clear that these simplifications are quite valid.
In this case, one could write:

AP = ah or h = y AP (39)

and

AR = c(AM — AP) or AP = AM — LC AR (40)

14 The concept of a final form is uscful for cyclical analysis. One climinates
lagged endogenous variables in a reduced forn if thcy are predetcrmined by
other reduced forms.

15 The L2 model has a final form corresponding to a first-order difference
cquation for h and AP, and in consequence it does not present cyclical
properties.
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The reduced forms of these simpler models continue to contain
AM, AP,_, and h,_,, and the [inal forms continue to lead to a
second-order difference equation with AM and AM,_, as the
moving variables. There are now two basic parameters: a or
y = 1/a, and c. If ¢ is supposed to be unitary, then it becomes
clear that the overall cycle of AP and 7 is basically guided by a
(or y), that is, the slope of the short-run Phillips Curve.

One could say that models such as the ones presented above
are the 70’s counterpart of the well-known Samuelson multiplier
— accelerator model. Forty years ago, Samuelson developed [rom
the multiplier and the accelerator a second order difference equation
to explain nominal income fluctuations due to autonomous
expenditures. 1 During the 70's, Laidler, Parkin, and Lucas
produced models that simultaneously explain prices and real output
with second-order dilference equations that are moved by monetary
(as well as other policy) effects.

Alter reviewing rational expectations in the next section, we
shall present estimates of the following equations for Brazil:

1) Laidler-Parkin Price Equation — see (1), (8) and (8a).

2) Laidler-Parkin Aggregate Demand Equation — see (3),
(7) and (7a).

3) Complementary Equations.

4) Laidler-Parkin Reduced Forms ' — see (9), (10), (33),
(85) and (36).

5) Lucas Type 1 Aggregate Supply Equation — see (11),
(18), (24) and (29).

6) Lucas Type 2 Aggregate Supply Equation — see (11),
(18), (24), (27) and (31).

7) Lucas Aggregate Demand Equation — sce (12), (25),
(28), (30) and (32).

8) Lucas Type 2 Reduced Forms — see (34), (35) and (36).

Furthermore, we shall consider in Section 5 the “inflation
rigidity hypothesis” and shall present tests for it using the LI

and L2 aggregate supply formulations.

16 See Samuelson (198G) .
17 Alsa valid far L1 reduced farms.
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3 — Rational expectations and inflation rigidity

At least up until the early seventies, the economic literature used
to present dozens of examples of expectation hypotheses about
some variable based on the past history of that variable. As far as
inflation (or the price level) is concerned, one used to find
so-called naive models, classical models, adaptive models, regressive
models, and extrapolative models — all based on past in{lation.

One good example is precisely the L-P adaptive hypothesis shown
in the previous section:

AP* = b AP,_, 4 (1 — b) AP*_, (41)

Such models were applied either with respect to the price level

or with respect to the rate of inflation, and they can he generalized
in one of the following ways:

AP* = o, AP,y 4 a2 AP, + ... (42)
P* =y Py + Y2 P + ... (43)

Essentially, these models suggest that expectations about inflation

(or the price level) are based on past rates of inflation (or past
price levels).

In 1961, Muth '® presented some ideas about the formation

of expectations which would become the basis of the “rational
expectations” model:

“Expectations, since they are informed predictions of
future events, are essentially the same as the predictions of the
relevant economic theory... Expectations of firms tend to be

distributed, for the some information set, about the predictions
of the theory.” 1?

A model that does not incorporate such ideas should be
considered as “irrational”. Clearly, based on Muth's delinition,
those previous expectational models were not “rational”. It becomes
implicit that, in Muth's hypothesis, information is scarce and there
is no waste of information, with expectations depending on the

complete structure of the relevant model which is able to describe
the economy.

18 Sce Muth (19G1).
10 Ibid., pp. 317-8.
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Using supply and demand micro-models, Muth formulated
his rational expectation theory. Considering, for example, expected
prices in 2 micro framework one would have:

P* — E (P) (44)

where E (P,) is the reduced form prediction of the relevant
supply-demand model derived from microeconomic theory.

Ten years later, in the early seventies, authors such as Lucas,
Sargent, Barro and McCallum have begun to attempt to introduce
rational expectations in macroeconomic models. 2 The Lucas
model with rational expectations has already been presented in
the previous section. Nowadays, the neutrality propositions derived
from rational expectations are reasonably well-wnown: systematic
measures of economic policy have no real effect in the economy;
real variables are statistically independent from the systematic
part of monetary and fiscal policy. Rational expectation models
imply that only the non-systematic part of monetary and fiscal
policy can have real effects in the economy.

Clearly, these policy — inefectiveness implications were very
serious for short-run economic policies which tended to emphasize
fine-tuning of the economy. Very rapidly, criticisms of rational
expectation models begun to appear in the literature. For instance,
one could mention papers by Modigliani, Gordon, Tobin, and
Okun. 2t

The most common criticisms have to do with price stickyness
or — carrying the question to the first derivative — with inflation
rigidity. Price adjustments are supposedly slow and sluggish in
the real world — particularly in the downward direction — due
to the existence of noncompetitive markets, oligopolistic markets,
“customer markets”, and “contract markets”. Price flexibility
would be found only in auction markets — where there are no
long-run contracts — such as commodities or financial markets.

In order to take into consideration the downward rigidity of
inflation, one could think of an expectations model where, for
example, the expected inflation would be equal to the greatest
of the following two results: past inflation or inflation predicted
by relevant economic theory, that is,

AP* — max {E (AP), ZWAP,_;} (45)
20 See Lucas (1972 and 1978), Sargent (1978), Barro (1976) and McCallum

(1979a and 1979b).
21 Sce Modigliani (1977), Gordon (1977) and Tobin (1972a).
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The public would not take into account “rational expectations”
when predictions of economic theory suggested inflation rates
inferior to past rates of inflation — at least not entirely.

‘When inflation is accelerating, then rational expectations would
become relevant and inflation stickyness could be neglected. But
when inflation is decelerating, there can be rigidities in the process
that disturb the elegance of the rational expectations idea. In
other words, rational expectations would be valid for accelerating
inflation, but invalid — at least partially — for decelerating
inflation. The past history of inflation would represent a “floor

rate” that has to be taken into account in the process of expectation
formation.

it secems that inflation rigidity plus rational expectations lead
us to a very difficult real world: expansive policies would have
practically no positive real output effects, but contractionary
policies would continue to have negative real output effects. In
fact, the above comments imply that accelerating money (or
accelerating inflation) docs not have real effects, but decelerating
money (or decelerating inflation) does have a serious real side
effect — unemployment and lower growth,

Clearly, this situation is almost dramatic for the policy-maker:
it would be almost useless to attempt to expand the economy
through policy, but it would continue to be very costly to contract
the economy in terms of real eflects on employment and output.

For example, as shown in the previous section, when one
neglects rational expectations, there is a positive relation between
A?P and h or between A2M and h implied by conventional inflation
models with traditional hypotheses about expectations. On the other
hand, the implication of rational expectations is that even these
positive relations between second derivatives of the price level or the
money supply and real variables might not exist if the accelerations
of money and inflation are also anticipated. Thus, even in the
short-run, and even for the second derivative, one would have a
vertical Phillips Curve, that is, no irade-off between “anticipated”

derivatives of the price level or the money supply and
unemployment.

But, what would happen if we take into account the rational
expectation thesis for accelerating inflation (positive second
derivative of the price level or the money supply) but retain the
more conventional model for decelerating inflation (negative
second derivative of the price level a the money supply) due to
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inflation rigidity? In this case, we would obtain a Phillips Curve
or aggregate supply relation that would be vertical for positive
values of A2P or A*M and nonvertical for negative values — a
kinked accelerationist Phillips Curve. 22

This hypothesis of a kinked Phillips Curve — which combines
inflation rigidity and rational expectations — has very significant
implications for real world policy, and it will be tested for Brazil
in this paper in Section 5, just after a formal presentation of
estimates of the models presented in the previous sector.

4 — Estimates of the models for Brazil

In this section, we will present some estimates of the equations
of the LP model and the L. model for Brazil. The sample period is
1950/79 (30 observations) and the estimation method was OLS. 23
The basic annual data for our regressions are summarized in
Table 9, including sources as well as notation.

'The main regressions are collected in the following eight
tables, whose results will be analyzed in the following paragraphs.

We shall start with the Laidler-Parkin model, amounting to a
price equation, an aggregate demand equation, some complementary
equations, and reduced forms. After that, we will move to the
Lucas model — aggregate supply, aggregate demand and reduced
forms.

22 In a less extreme result, the implication would be that for positive values
of A’P and A°M, aggregate supply would be “more vertical” and for negative
values it would be “more horizontal”. The real effects would be significant
for negative values of AP and A’M, but practically negligible for positive
values. It ought to bc mcntioned that this implication is derived simply from
a mix of rational expectations and downward inflation rigidity. But Simonsen
(1979) has shown recently that legal indexation mechanisms based on past
inflation could also explain this type of assymetry. His point is that indexation
contributes to make price and wage inflation even more rigid in the downward
direction. Therefore, one should say that in countries where there are indexed
contracts — gencrally bascd on past inflation — the problem of inflation
rigidity becomes even more dramatic. Tobin (19726) also discusses the cxistence
of a floor rate of wage change, which could represent a barrier to the total
absence of trade-offs in the long-run in an economy where relative wages

are an important concern.

23 We are aware of the simultaneity problem of our modecls, which might lead
to biases in OLS estimation. However, after some experimentation with 2SLS
and even 3SLS estimation, we did not find significant differences in terms of
estimated values, and conscquently, for the sake of simplicity, we have
preferred to report OLS results.
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Table 1

Laidler-Parkin Price Equation
(Annual Data, 1950/79)

Dependent Variable: AZ2P Dependent Variable: AP

Explanatery
Vaiiables 1.1 1.2 1.3 1.4
Constant 1.1303 1.0994 3.3269 1.9890
(0.89) (0.87) (1.18) (0.58)
Iy 0.6330 0.7341 0.5836 0.6952
(3.85) (3.91) (3.34) (2.94)
hd —0.3701 —0.3004
(—1.10) (—0.71)
AP, 0.9128 0.9649
(9.09) (7.71)
Statistice
R? 0.3461 0.3740 0.7539 0.7586
DW 2.4126 2.3446 2.2950 2.2993
SER 6.9172 6.8920 6.9479 7.0127
Table 2

Laidler-Parking Aggregate Demand Egquation
(Annual Data, 1950/79)

Dependent Variable: ah Dependent Variable: &

Explanatory
Variables II.1 11.2 11.3 I1.4
Constant —1.4721 —1.4505 —1.4632 —1.4226
(—2.41) (-2.49) (—2.33) (—2.38)
AM—AP 0.2002 0.1784 0.2069 0.1705
(3.27) (2.83) (3.02) (2.51)
(AM —AP),—, 0.1152 0.1419 0.1152 0.1424
(1.78) (2.25) (1.75) (2.22)
by 0.9925 0.9767
(14.62) (14.99)
ahd 0.1693 0.1734
(1.92) (1.92)
Statistica
R 0.3719 0.4498 0.8936 0.9072
DW 1.6993 1.9251 1.6843 1.8918
SER 2.5028 3.3870 2.5408 2.4280
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Table 3

Complementary Equations
(Annual Data, 1950(79)

Dependent Variable: Dependent Variable:
Explanatory akf ah4
Variables II1.1 1I1.2
Constant —0.091 —0.0537
(—0.20) (—0.07)
ah 1.1775
(7.43)
ah4 —0.3859
(—4.22)
hi_s —0.5495
(—2.45)
ahd —0.2516
(—1.35)
Statistica
R 0.6852 0.4079
DW 2.0997 2.0335
SER 2.4572 4.2097
Table 4
Laidler-Parkin Reduced Forms *®
(Annual Data, 1950]79)
Dependent  Dependent  Dependent  Dependent
Explanatory Variable: Variable: Vatiable: Variable:
Variables wP h 24 Ak
Iv.1 1V.2 1v.3 1V.4
Constant —0.0784 0.4565 3.0864 0.4565
(—0.02) (0.33) (2.00) (0.33)
aM 0.5166 0.1239 0.2277 0.1239
(2.70) (1.79) 2.7 (1.79)
AP, -, 0.4113 —0.1683 —0.4020 —0.1683
(2.39) {(—2.58) (—5.46) (—2.58)
Y 0.9501 —0.0499
(12.14) (—0.64)
| T 0.3631 0.6987
(1.91) (8.58)
ht . 0.2294 —0.2430 0.3953 —0.2430
(0.65) (—1.74) (2.60) (—1.74)
Statistics
R? 0.8081 0.9083 0.8943 0.4591
Dw 2.3042 1.9840 1.8154 1.9840
SER 6.3769 2.4136 2.7352 2.4136

a Also Valid for Lucas type 1 Reduced Farma.
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Table 5

Lucas Type 1 Aggregate Supply Equation
(Annual Data, 1950]79)

Dependent Variable: hf

Explanatory
Variablea V.1 V.2 V.3
Constant —0.1832 —0.5369 —0.4336
(—0.25) (—0.45) (—0.42)
AP 0.1979 0.5467 0.4918
(1.96) (3.85) (3.91)
K., 0.7473
(6.88)
h4 0.7435
(3.06)
Statistics
Rr? 0.7623 0.3461 0.5145
DW 1.4856 0.9073 1.3506
SER,; 3.9467 6.4289 5.6411
Table 6

Lucas Type 2 Aggregate Supply Equation
(Annual Data, 1950/79)

Dependent} Variable:
h
Explanatory
Variables VI.1 V1.2
Constant —0.2700 —0.6039
(—0.22) (—0.47)
AWM 0.4105 0.3716
(2.70) (2.34)
A, 0.3343
(2.16)
At : 0.7877
(2.79)
Statistica
R 0.3356 0.2702
DW 0.6014 0.6969
SER 6.5990 6.9162
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Table 7

Lucas Aggregate Demand Equation

(Annual Data, 1950/79)

Dependent Variable:
Explanatory AP
Variables
VII.1 VII.2
Constant —1.2216 —0.7577
(—0.36) (—0.19)
anf 0.8914 0.8726
(8.57) (7.31)
Ah —1.4175
(—-3.60)
ART —0.8485
(—2.56)
Ah4 —0.4230
(—1.74)
Statiatics
R? 0.8006 0.7755
DW 2.1247 1.8511
SER 6.2539 6.7628
Table 8
Luces Type 2 Reduced-Forms*
(Annual Data, 1950(79)
Explanatory Dependent Variable: AP
Variables
VIII.1 VIII.2 VIII.3
Constant —4.6249 —2.6807 —3.6260
(—1.28) (—0.69) (—0.90)
aM 1.0150 0.9441 0.9727
(9.11) (7.78) (7.71)
aM —0.3331 —0.2942 - 0.2895
(—2.10) (—1.70) (—1.50)
hi i 0.4972
¢ (2.92)
hi-1 0.5092 0.3363
(2.94) (1.59)
e, 0.3203
(0.84)
Ah,_ —1.0337
(—2.54)
ARZ, —0.5011
(—1.53)
Statistics
(4 0.8133 0.7965 0.7836
DW 1.7634 1.8313 1.6710
SER 6.2889 6.5663 6.7712

* For Lucar type 1 Reduced Ferma, aea 1V (LP Raduced Forms).

53



o Tahle 9
Brazil, Annual Data, 194779
Yeors / ) AP A AM ¢ v/ ol ! yA ! LI aI A4
1047 0 .88 — 43 1 —_ 23.53 16.40 42 47 4.15 —2.03 —1.40
1048 002 877 430 023 25 28 18.20 45 41 4.50 —q0.08 1.28
1949 0 98 a fa s0.a 13 .61 28.95 2013 47.40 4.08 1.58 1.85
1950 1.00 10 54 61.4 10.04 28.70 292,40 48.17 3.52 4.18 —a0.R8
1051 1927 15 28 77.0 29 64 30.40 23.83 48 E0 2.43 2.22 —4.21
1052 1.42 1110 88.3 13.69 3.0 25 02 £2.91 3.03 —1.05 Q 48
1853 1.63 13.79 104 .2 18 56 33 88 27.10 53.01 —0 41 —0.84 —3 34
1084 2.07 23.90 128.4 20.88 37.30 20,55 57.18 2 .38 —0.60 0.20
10558 2.41 15.21 152.9 17.48 39.86 32.09 01.80 2.10 1.31 161
1950 280 18.16 183.8 18 41 31.13 31 04 60.12 —1.52 —0.14 —2.82
1057 3.30 13.27 225.5 20,45 44.44 30.03 05.73 —a.81 —92.72 2 08
1088 3.73 12.95 301.6 29.08 47 .80 42.01 07.05 —0.02 4.15 0.04
1050 5.14 32.ce 385 4 24 E2 50.53 48 01 70.51 —1.43 7.24 1.20
1960 6.64 25.61 540.3 33 78 55 44 E2.81 74.08 1.00 8.29 1.97
1961 Q10 31.52 281.0 36 92 81.15 £8.21 79.08 aa 10 30 523
1062 13.8 41.64 12135 43,99 A4 38 62.76 f4.04 2 95 a .67 6 88
1083 24.2 50.17 10268 8 46 24 65.51 02 RS R4 90 —2.77 1.73 3.84
1064 46.1 64 45 3 500 81 41 07.27 06.12 A0 04 —7.00 —1.37 Q85
1965 72.13 45 00 # 533.3 60.70 69.10 03.00 97.00 —11.10 —14.20 Q75
1968 [ 32 33 8 842.7 30 27 71.70 89.20 83 60 —14.30 —13.10 —10 10
1067 128.0 24 8¢ 12 098 .8 31 13§ 75.20 71.30 a1.30 —14 40 —18 20 —£.27
1068 159 0 21 69 17 086 0 34 52 83 60 8080 05.40 —12.60 —13.80 —4.90
1909 192.0 18 R8 29 508 0 27 04 91.90 a0 o0 09.00 —9q 98 —10 60 —5.21
1940 230 0 18.00 29 054 2 25 13 100.00 100.00 100.00 —8 36 —0.75 —8.23
1691 277 0 18 50 a7 0040 28 50 113.30 114 30 111.40 —a.71 —3.51 —1.45
1072 324 @ 15 07 49 653 2 27.00 126.6C 120. 60 118.0 1.55 0.93 —1.42
1973 373.0 14 08 72 053.4 38.48 144 20 150 10 120.10 7173 7.40 —1.97
1974 480.0 25 29 100 928 8 32 46 158 30 164 00 130.30 10 20 8.77 2 14
195 613 0 24 48 134 245 3 28 53 167.30 175.20 131.70 8.92 8 70 1.48
1978 886 0 34 £5 188 872 3 31.14 182 30 103.90 140 30 10.70 8.71 1.52
1077 1238 0 35.58 2680 109.§ 32.03 100. 80 201.40 153.80 8.3¢0 4.38 .68
1978 1714.0 32.69 365 198 .0 33.01 202.20 217.70 151.20 7.30 4.04 0 96
1na 2 838.0 43.12 £57 130.3 42 .24 215.10 232.70 156.00 a.70 2.57 0.08
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SOURCES: Central Rank (Bulietin] and Geatulio Vargas Foundation (Canjuniura Eeanemica)

NQOTATION: P = General Price Level Index (1065-1867 = 100) (annusl nvernge)

AP = Rate af Inilation messuead as 100. log (PJP;-1).

Af = Money supply (Crl millian) (annun) averngo).

AM = Rate of Money Growth measurad as 100. log (Mfdf;-y).

t = Real Qutup Index (1970 = 100) — Resl GDP.

y! = lIrdusirial Outup Index (1870 = 100).

yA = Agrieultura] Quiput Index (1070 = 100).

b = 100. lag(y/y") where log y° is derived frem a trend regremnion (slape: 0,0084)

Al = 100.1og(ufju’*) wherr lag y7° is derived {rom a trend regrension (alope: 0,0813)
A4 = 100]og(n4/uA*) where lag u4* is derived {ram a trend regreasion (elape: 0,0402).

NQOTFSA:
1) AP = AP — AP—y

2]

Ah m b — Aoy

AW = RF— N,

AhA = 4 — aA,

AN = AM — AM-1

Ay = 100, log (v/wi-1)

Ayl = 100. log Wvl_D)

AMA = 100, log W)

Ay = Wh + 684

Ayl = Wh! 4 813

AyA = WhA 4 402

Ay* = 100. log (*f¥i_,) = 684
Ay = 100. log WML, = B3
AyA* = 100. log A/ = 402

Natice that here in this Tahle 0 the aymhols P and A arc used for the priee level and the meney supply, and nai the lags cl the price level
and the maney supply as in the vest af the text. The azmc in true for v, yf, ¥4 ar well as p°, yI°, and yA°. Notioe also that we are warking
uwith lngarithmie rates af eharnge for AP, AM and Ay inatead of perecntage rates af change (but sea lootnete 1). With logarithmic changes,

there are at lanst two advantagas: a) symmetry hetwoen negative and pasitive ehanges; h) the cannection hotween A and Ay ar AA and
Ay is precise, and not merely an approximation.



L-P Price Equation

The basic price equation of the L-P model, as shown in
Section 2, can be written as:

A2P = ah — a(] —b) h‘—l

In the estimation process, we have considered this formulation,
but preliminary results have led us to introduce the following
modifications: a) assume b = 1, which corresponds to a simple
expectation hypothesis where AP* — AP,_;; b) replace h —
representing total output — by A&! which refers to industrial output;
c) take into consideration a supply shock variable — measured
by agricultural output detrended — as a possible inflationary
effect in addition to excess demand and price expectations; d)
inclusion of a constant term in the equation. The assumption

= 1 as well as the use of h' were simply consequences of
empirical results, to the extent that regressions with h? only were
much better then regressions with k' and h,_, on one hand and
much better than regressions with total & on the other hand. The
inclusion of a supply shock variable — as well as a constant term
— was found to be necessary in order to capture possible autonomous
effects on inflation.

The first two regressions presented in Table 1 are quite
satisfactory, revealing a strong Phillips Curve effect in Brazil, as
well as a correct but non-significant sign for the supply shock.
The last two results allow the coefficient of AP,_, to differ from
one, but the results continue to confirm the accelerationist —
type Phillips Curve for Brazil, with good R? and satisfactory DW
statistics.

L-P Aggregate Demand Equation
The basic relation from Section 2 is

Ah = ¢ (AM — AP)

which can also be written as
Ay =B + ¢ (AM — AP)

that is, deviations between real and potential growth are explained
by the rate of change of real balances — a monetarist aggregate
demand formulation.

Empirically, we have decided to add an additional lagged
effect of (AM — AP) on Ah and have considered a constant term.
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Moreover, we have also considered the possibility that the demand
side would affect more intensely Ah! and, in consequence, the
second and fourth regressions of Table 2 include Ah4 as an
additional variable, since Ak = F (Ah!, Ah4) .2 Furthermore, in
two regressions, we have relaxed the restrictions related to a unitary
coefficient for h,_;, by changing the dependent variable and taking
hy_, to the right-hand side.

Once more, the results come out quite favorable. For example,
the positive effects of real money growth in ¢ and ¢t —1 are
statistically significant, with a total sum greater than 0.3. This
figure should not be regarded simply as the inverse of an
income-elasticity of the demand for money around 3, since it
can be argued that the L-P aggregate demand model is more than
a simple quantity theory formulation. 25 The effect of agricultural
growth (Ah4 — Ay4 — Ay®4) also contains some significance,
contributing to improve R% and DW statistics — and this could
be an indication that the real money growth effect is more
concentrated on the manufaturing sector. Moreover, k,_, appears
with a coefficient not significantly different from 1 in the last two
regressions, as expected.

Finally, the constant terms are significant, with an interesting
interpretation: when real money growth is zero, since Ah = Ay — B,
the difference between the actual rate of real growth and the
potential rate is —1.5. As § == 7.0, zero real money growth would
imply an actual growth around 5.59%,. Obviously, the “financing”
of such real growth would have to be made by a growing
income-velocity of money.

Complementary Equations

The use of k, k! and h4 in our estimation forces us to establish
some interrelations among them as well as to attempt to
understand more specifically the shock movements of k4 (or Ah4).

In a previous footnote, it has already been pointed out that
Ah = F (AR, Ah4) since Ay = F (Ay', Ay4). As a matter of
fact, assuming that the services sector also depends on industry
and agriculture, one can practically say that Ay is a weighted
average of Ay’ and Ay4. As the LP Price Equation considers hf

¥ This rclationship is obvious if one recalls that, except for constant terms,
it is equivalent to Ay = F (Ay', Ay4), that is, the rate of growth of total
real output is a function of industrial growth and agricultural growth.

25 For example, one can say that the underlying model behind the L.P
aggTregate demand is an IS-LM model with AM being used as a proxy for
both monetary and fiscal effects. One should also check the numerical example
in the final subsection of Section 4 (Small Summary).
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and the LP aguvegate detad oquation considers i (or AR) — and
this also occms e L and L wadels — one needs a simple
cquation to link A and & ov A& d Abe Such equation is the
first regression of Ualile & U it weve rewritten with Ak on the
left-hand side, the voutession would simply imply that

A o= 083 ANy - 0.83 Ay,

The other complementary equation in Table 3 serves only to
confirm the cobweb movements of agriculture. Agricultural growth
goes beyond the average (Akt* > 0) whenever we start from a
bad crop in the previous year (ncgative hf_,).

The R2? and DW statistics for these two equations are
satisfactory.

L-P Reduced Forms

We turn now to L-P reduced forms. Lt us recall that, as
pointed out in Section 2, such reduced forms are also valid for
the L1 model. Basically, the theoretical variables to be considered
are AM, AP,_,, and h,_,. However, due to the modifications
introduced in the models, we have also considered constant terms
and the lagged values of kI_, and h{_,.

Table 4 presents some selected reduced forms, which should
be considered valid for both the LP model and the L1 model.

First of all, one must emphasize that all estimated coefficients
have the expected signs and the level of significance seems to be
quite satisfatory. The reduced forms explain 819, of inflation
variability, 89-919, of output variability (already detrended), as
well as 46%, of the variability in the actual rate of real growth

(notice that Ak = Ay + f).2¢ There is no relevant autocorrelation
problem.

The short-run effects or short-run multipliers of AM are 0.52
on prices and 0.12 on real output and 0.23 on industrial output.
It can be shown that the long-run multipliers are close to one
for prices, and close to zero for real and industrial output.??
These numbers reflect to a great extent the implications of (35)
and (36) in Section 2, even through they to not lead precisely
to zero or unitary long-run multipliers. This imprecision must

26 Notice that the second and fourth reduced forms are basically the same,
except for a change in the dependent variable which affects R* and the
coefficient of h... but docs not affcct other coefficients and other statistics.

27 These long-run multipliers are obtained with AP = AP, h = hea
and h/ = ’h_‘-
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be attributed to the non-imposition of restrictions in the estimated
reduced forms as, for example, the inclusion of (AM — AP,_;)

in the last three reduced forms. With these restrictions, multipliers
for real variables of AM are zero — only the second derivative
or A2M has real effects.

Lucas Type 1 Aggregate Supply

Lucas basic formulation is:

h =y (AP — AP,_)) + Ay = y AP 4 Ah,_,

With h’ instead of h, Table 5 presents such an aggregate supply
relation. The short-run coefficient of the Phillips Curve between
h and A2P is 0.20 but the long-run one is 0.20/1 — 0.75) = 0.80.
The presence of a lagged /i' on the right-hand side is the
main aspect that differentiates such a model from the L-P Price
Equation. When one assumes A — 0, we have the relation:

M = — 0.5869 4 0.5467 AP

which is equivalent to the L-P Price Equation:
A*P = 0.1303 4 0.6330 A/

The simultaneity question is obvious in this case, and one
finds no compclling reason to emphasize either one or the other
variable on the left-hand side. The point is that we have one
equation (aggregate supply or Phillips Curve) and two basic
macroeconomic variables — inflation acceleration and industrial
output detrended as a proxy for unemployment. One needs
aggregate demand to close the model.

Finally, the introduction of a supply shock variable is
particularly significant here in the L1 aggregate supply model.
In fact, considering econometric problems of a lagged dependent
variable and the low DW of the simple relation between h! and
A*P, the third regression of Table 5 seems to be the most
appropriate, characterizing: 1) the positive price effect on aggregate
supply; 2) agricultural supply shocks affecting positively the
industrial movements, as one should expect.

Lucas Type 2 Aggregate Supply

Consider the basic equation, mixing aggregate supply and
rational expectations:

b=y (AM — AM,_,) + Ay = y A*M 4 A,
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Empirically, the L2 Aggregate Supply had to be slightly
changed after some experimentation with Brazilian data. A constant
term was added. An additional lagged term for A*2M was introduced.
The variable i was replaced by h'. A supply shock variable was
also included. 22 The lagged dependent variable was suppressed.

In spite of lower R? and DW as compared to the L1
formulation, the important aspect to be emphasized is the adequate
level of significance for the coefficients of monetary acceleration.
The estimation tends to confirm the basic positive relation between
A’M (and A*M,_,) and h!, with coefficients which sum up to
0.7 and t-scores greater than 2. It is true that R? and DW are
low, but the inclusion of a lagged dependent variable was found
1o be impractical, in spite of obvious but meaningless im provements
in the statistics. In fact, with the lagged dependent variable, the
other explanatory variables lose entirely their significance.

Anyway, the two regressions of Table 6 exemplify reasonably
well the implications of the L2 model as far as aggregate supply
is concerned. We will return to them when we discuss the inflation
rigidity hypothesis in Section 5.

Lucas Aggregate Demand

When we take into consideration AM instead of AY for usefuli
aggregate demand analysis — as we did in Section 2 — then we
obtain this simple aggregate demand formulation for Lucas model:

AP = AM — Ah — B
or

AP = AM — Ay

Comparing with the L-P model the main difference is the
implicit unitary coefficient for Ay or Ah, besides the exchange of
AP from the right-hand to the left-hand side and vice-versa
for Ay. 29

28 Since the 12 Aggregate Supply equation carresponds already to a reduced
farm for h (or /'), with only predetermined variables on the right-hand side,
we have decided to consider h{., rather than h“ as the supply shock variable.
Naturally, according to the complementary equations in Table 3, h$, is the
main determinant of movements in h4.

20 Another minor difference is the presence of § in the L cquation, but
such presence could also have heen introduced in the LP model since the
very beginning — see alsa Laidler (1975) .
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For estimation purposes, we have relaxed both the unitary
coefficients for AM and Ak (or Ay). The results — quite satisfatory
— are in Table 7. The most simple one is:

AP = —1.2216 4 0.8914 AM — 1.4175 Ah

with very significant t-scores for AM and Ah, as well as good
statistics.

An in the case of the LP model, one is tempted to think in
terms of an inverted money demand in the quantity theory tradition,
with an income-elasticity of money demand greater than 1. It is
not incorrect to interpret our formulation of Lucas aggregate
demand in this fashion, but it must be emphasized that the
underlying model could go beyond the quantity theory. 3

Finally, the other regression in Table 7 includes separately
AhT and Ah4 instead of Ah. It can be observed that both signs are
correct, and the coefficient and t-score for industrial growth is
greater than the ones for agricultural growth. Moreover, the
statistics for aggregate demand with Ak! and Ah4 are slightly worse
than the ones for Ak only.

Lucas Type 2 Reduced Forms 3t

Finally, we comment on Lucas Type 2 Reduced Form for
AP. It must be recalled that, as far as the real variable h! (or Ah')'
is concerned, the L2 aggregate supply formulation is already a
reduced from.

Formally, the analysis of Section 2 indicated that AM, AM,_,
and /%,_,, should be in the reduced form for AP, that is,

AP = AM — y (AM — AM,_,;) + (1 —}) ey — B

An interesting result is related to the short-run negative effect
of A*M on AP, as well as the unitary positive effect of AM.
Empirically, we have relaxed the unitary constraint for AM
and have introduced additional explanatory variables in the
reduced forms — basically lagged values of /i; and h, as well as
lagged values of Ah and Ah;. These additional variables are related
to the modifications introduced in the empirical estimation.
There are four alternative reduced forms in Table 8.

80 See faotnate 25.

81 Recall that Lucas Type 1 Reduced-Forms are not different from LP
Reduced Forms, and in consequence they have already been analyzed.

61



The reduced form results for AP are quite favorable in the
L2 model. Signs are generally correct, and in particular the
coefficient for AM is very close to 1. Levels of significance are
satisfactory. R? values vary between 0.78 and 0.81 for inflation,
with DW statistics berween 1.67 and 1.83.

In fact, it seems to be difficult to choose between the reduced
form for AP in Table 4 — with an R? of 0.81 and the presence
of a lagged dependent variable — and these three reduced forms
in Table 8 — with R2? between 0.78 and 0.81.

Anyway, all these reduced form favorable results confirm that
both the L-P model and the L. model perform quite well for the
last 830 years as far as Brazil is concerned.

Small Summary

If one were to summarize this estimation, one would make
use of the simple model formed by (39) and (40).

Taking the L1 model as an example, we would have, as an
approximation for the Brazilian case:

h! = 0.55 A%P
AP = AM — 1.42 Ak
In Diagrams 1 and 2, these two relations are presented. It can

be seen in those diagrams that they reflect very well the simultaneous
movements of AP and hA.

Let us assume for simplicity here that Ah = Ah! or h = Al
The implicit reduced forms are then:

h! = 0,309 AM 4 0,439 h,_, — 0,309 P,_,
AP — 0,56] AM + 0,797 hf—l + 0,439 AP‘_l

The implicit final forms are:
ht = 0,878 hi_, — 0,439 hf_, 4 0,309 AM — 0,309 AM,_,
AP = 0,878 AP,_, — 0,439 AP,_. -+ 0,561 AM

The following table presents an exercise describing the
movements of these variables as well as of Ay = k! — hi_, 4 Ay™
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Diegram 2
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starting {rom an “inflationary equilibrium” and assuming a
gradualist policy of monetary deceleration in Brazil:

Monecy Inflation Ind. Output Ind.Growth Potential

Grow th Rate (Detrended)  (Actual) Ind. Growth
AM AP ht ' Ay Ay*
Year —1 50 50 0 8 8
Year O 50 50 0 8 8
Year 1 35 42 —b5 3 8
Year 2 20 26 —9 4 8
Year 3 10 10 —9 8 8
Year 4 10 3 —d 13 8
Year 5 10 4 1 13 8
Year 6 10 8 2 9 8
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This illustration reveals the dillemas and cycles of modern
economies, caused by a money growth decceleration policy. We
have initially “recession” (a growth recession) and later a boom
period (besides cyclical movements in the rate of inflation), that
is, all possible combinations of inllation and growth, with
oscillatory movements tending to converge to 10, 10, 0, 8 and 8,
respectively. Moreover, notice the absence of simple short-run
correlations between AM and AP or AM and  in the example, in
spite of a monetarist-type aggregate demand formulation. The
Phillips Curve movement occurs in years 1 and 2, but is reversed
in the following years. 1n the long run, there is no trade-off
between inflation and recession.

In the next section, it will be shown that problems caused by
a mix of rational expectations and inflation rigidity might disturb
the Phillips Curve relation between k! and A2P in such a way
that those dillemas and cycles of modern economies can be even
more dramatic and difficult to be cured by economic policy.

5 — A test of the inflation rigidity hypothesis

In the previous section, we have estimated some accelerationist
Phillips Curve-type equations under different names. In the LP
model, one basic equation was

A*P = 1.1303 4 0.6330 h!

or, including the supply shock variable,

AP = 1.0994 4 0.7341 hf — 0.3701 A4

In the L1 model, we had an inverted version of the LP
Phillips Curve, or

! = —-0.5369 4 0.5467 A*P

or, including the supply shock variable,

h! = —0.4336 4 0.4918 A?P + 0.7435 h4

or, including the lagged dependent variable,
W = —0.1832 4 0.1979 A®P + 0.74738 h{_,
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Moreover, in the L2 model, a policy-oriented Phillips Curve-type
equation, derived from rational expectations and aggregate supply
theory, was

hT = —0.6059 4 0.3716 A?M 4 0.3343 A2M,_,

or, with a supply shock,

W = —0.2700 4 0.4105 A*M -+ 0.7877 hi_,

All these results naturally imply the basic short-run Phillips
Curve accelerationist trace-off between inflation acceleration or
monetary acceleration and real output, as well the “no trade-off
in the long run” implication, because in a steady state the second
derivatives of P or M will be zero by definition.

It would be interesting, however, to go deeper into these
relations in order to test the hypothesis introduced in Section 3
and related to a mix of rational expectations and inflation
rigidity. In particular, the equations derived from Lucas model —
both in the Ll and L2 forms — are quite adequate for such a test.

As a matter of fact, we are interested in testing the hypothesis
that the real side effects of inflation deceleration or money
growth deceleration (A?P < 0 or A2M < 0) are much greater
than the real effects of accelerating inflation or accelerating money
(AP > 0 or A2M > 0). In fact, the latter effects might even be
entirely absent due to rational expectations behavior.

With that purpose, we have run a few regressions dissagregating
the right-hand side variables A2P or A2M between positive and
negative values. that is, A’P+ or A?P- and A*M+ or A2M~-. The
method was OLS and the period was the same of the previous
regressions: 1950/79 (annual data). The results are presented in
Table 10. For example, A*P+ is equal to A?P when we have a
positive value and zero otherwise; A2M — is equal to A2M when
we have a negative value and zero otherwise; and so on.

The results tend to confirm our hypothesis. One finds no
significant connection between accelerating in{lation or monetary
acceleration and the real variable expressed by k! or industrial
output detrended. Rational expectations seem to be acting on
the positive axis of the Phillips Curve leading to an almost total

absence of trade-offs between inflation and real output, even in
the short-run.

On the other hand, when we move to the negative axis, the
situation changes dramatically: the trade-off is found, with very
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Table 10

Inflation Rigidity and Rational Expectations
Dependent Variable: h!

Explanatory
Varigble X.1 X.2 X.3 X.4 X.5
Constant 2.1586 1.1043 2.9014 0.8104 0.2055
( 2.09) (0.59) (1.87) (0.42) (0.08)
AP+ —0.1337 0.3228 0.0254
(-0.92) (1.32) (0.12)
AP 0.5977 0.8386 1.0644
( 3.64) (2.84) (4.42)
M 0.7773
5 ( 8.03)
ad 0.9504
(4.10)
A+ 0.1795 0.3%07
(0.51) (0.99)
AN — 0.5508 0.3405
(2.25) (1.39)
a, 0.0047
0.4391
aM, (2.00)
e 0.8836
Ly (2.82)
Statistics
R? 0.8206 0.3754 0.6204 0.3192 0.2888
DW 1.6767 0.8531 1.4851 0.7016 0.6162
SER 3.4939 6.3984 5.0828 6.6555 7.0954

significant coefficients. It seems that downward inflation rigidity
contributes to maintain a short-run trade-off between decelerating
inflation or decreasing money growth and real output.

These comments are valid for the 5 cases presented in Table 10.
Graphically, one could imagine a kinked Phillips Curve (look at
Diagram 1 for an example), which would be almost vertical for
positive values of AP or A*AM, but would have a very significant
slope (positive in our case 32 for negative values of A2P or A2M.
It is true that the regressions with A?P~ tend to be more significant

82 Notice that h' == y' — y'® = Ay’ — Ay'® 4 hl_;. Evidently, h?
cortesponds to an inverted indicatar of unemployment. 1f the graph we are
describing had —Ah' in one of the axis instead of h’, then the lower part of
the Fhillips Curve would have a negative slope — just like in the
inflatiean-unemployment graph.
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than the ones with A2M— and A2M,_;, but the point is that in
both cases the differences between acceleration movements and
deceleration movements are very clear.

In fact, and this is interesting to emphasize, the 0.5-0.6 slopes
of the conventional Phillips Curves for A%2P are “divided” between
a non-significant coefficient for A?P+ and a 0.8-1.1 coefficient
for A*P—. In words, a 5%, inflation deceleration provokes a 5%,
reduction of real excess demand, that is, a 5%, deceleration of the
rate of industrial growth in the short-run. But a 5%, inflation
acceleration has practically no real effects. As far as money growth
variables are concerned, the results have lower significance than
the ones [or inflation, but the trade-off coelficients for negative
values A*M— and A2M,_, are situated between 0.55 and 0.80: a
59%, deceleration in money growth can provoke up to a 4%, real
deceleration in the economy in the short-run.

Therefore, rational expectations and downward inflation
rigidity seem to lead us to a very complicated real world as far
as short-run policy is concerned. There are no real gains from
monetary and inflation accelerations, but there are real losses —
although temporary — from monetary and inflation deceleration.

The relevance of our findings ought to be emphasized. An
antiinflationary policy — say a 5%, to 159, contraction of money
growth — would have very severe real elfects, by reducing industrial
output (detrended) and its rate of growth (see the numerical
example of the Section 4 — final subsection) . On the other hand,
assymeltrically, an acceleration of the expansion of the money supply
would just lead to more inflation.

These results have a direct implication on the effects of stop
and go economic policies. Due to the assymetry of effects, a policy
of equal accelerations and decelerations in the money supply would
not be neutral with respect to inflation and unemployment. For
example, starting from a 209, money growth, a variable policy
with 30%,, 20%, 30%, and 209, in the [ollowing years would lead
in the short-run to higher inflation and higher unemployment
than before. Higher inflation will be caused not only by the new
average (25%,) but also by the assymetric effects of accelerations
and decelerations, while higher unemployment would be caused
by the negative movements in the third and fifth year, since the
positive movements would have no real effects.

83 Clearly, this result could be regarded simnply as an indication of non-linearity
in the relationship between AP and A'. But it must be emphasized that this
non-lincarity is not of the same type as the one often obtained for short-run
Phillips relations, sincc it continues to be valid in the long run.
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Obviously, two implications of the kinked Phillips Curve are:
a) if one starts from a low and satisfactory level of inflation, the
best policy is one of a constant rate of growth in the money supply;
b) if one starts from a high and unfavorable level of inflation,
then the Government should attempt to undertake a consistently
gradual program of money growth deceleration — without stop and
go movements — in order to bring inflation down. But the cost
of stopping inflation will continue to occur, that is, the unfavorable
side effect in terms of less employment and less output. On the
other hand, if there is no consistent program, stop and go policies
— combining expansions and contractions — will leave us with
both inflation and unemployment, because of the assymetries
implicit in this mix of rational expectations and in[lation rigidity
behavior.

6 — Summary and conclusions

This paper has discussed inflation-real output macromodels and
presented estimates of such models for Brazil. Moreover, problems
related to rational expectation formulations and inflationary
rigidity have been taken into consideration.

In Section 2, there was a formal presentation of the
LaidlerParkin model and the Lucas model, leading to formulations
that permit a simultaneous determination of variables such as
AP, AP, h, Ah, Ay, that is, inflation and its acceleration, industrial
output gap and its rate of change, real growth, etc. Besides the
simultaneity aspect, there was some emphasis on dynamic properties
such as long and short-run multipliers as well as cyclical movements
of the variables, led by instability in economic policy.

Rational expectations ideas were rapidly reviewed in Section 3,
going from the micromodels of Muth to the macromodels of
Lucas and others such as Barro, Sargent, and McCallum. The
policy-inefectiveness implication of rational expectations was
mentioned, as well as the main criticisms to this approach. In
particular, we emphasized the possible existence of a certain degree
of rigidity in inflation rates, specially in the downward direction.

Estimates of the models for Brazil are in Section 4. In general,
the equations of the Laidler-Parkin model and the Lucas model
perform very well, with correct and significant signs, as well as
reasonable statistics (R2, DW), given the nature of certain
dependent variables (rates of change and changes in the rate of
change) . A simplified summary of the results is presented, with
some diagrams and a simulation exercise.
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Finally, in Section 5, we consider the possibility of a kinked-type
accelerationist Phillips Curve in Brazil where inflation acceleration
would have much less (positive) real effects than inflation
deceleration in terms of (negative) real effects. The simple tests
suggest that such a possibility cannot be rejected. Obviously, this
result has important implications [or economic policy to the
extent that a mix of rational expectations behavior and inflation
rigidity can make the inflation-recession dillema even more serious,

The main conclusions of this paper are as follows. There is
no doubt that there exists in the short-run a dillema between
recession or real excess supply and the acceleration of inflation.
Moreover, it is clear that money has a relevant effect on both
variables in the short-run. However, there is a serious probability
that this dillema is much more meaningful in policy contractions
than in policy expansions, since in the latter case real effects
of policy could be minor. All these results imply that one should
avoid stop and go policies and at the same time should aim at a
low and constant rate of monetary growth, in order to halt inflation.
It seems that models such as the ones presented in this paper are
valid both for countries such as the United States or Brazil — the
macroeconomic mechanisms that cause the trade-off are present
in both countries. Further research would be necessary to take
into account the openess of modern economies in these models, 34

but preliminary exercises suggest no significant differences from
the present results.

Clearly, simple macromodels such as the ones presented in
this paper should not be used strictly for projection exercises. Of
course, the very simplicity of the models indicates that its usefulness
is much more related to its contribution to a general understanding
of the inflation-recession dillema than to its capacity to make
precise forecasts about inflation and real growth in the following
year. Therefore, the general interest of the type of analysis
undertaken here should not be closely linked to the behavior of
inflation and growth in Brazil in 1979 or 1980, as compared to
the “predictions” of our theory. But it seems to be correct to
say that the results obtained in this paper provide some hints as
to the main reasons for the substantial acceleration of inflation
in Brazil since 1976. Besides some obvious supply shocks, this
acceleration is certainly associated to excess demand and higher

84 In particular, money supply could be made endogenous and import and
export prices would have to be considered in the price equation, as well
as the exchange rate.
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rates of monetary expansion since 1973. The 1979/80 inflationary
explosion represented the climax of these supply shocks and
aggregate demand pressures.
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Equations for import demand in Brazil:
1960/80 *

Maria de Fdlima S. Pombal Dib **

1 — Introduction

The purpose of this article is to obtain estimates for import
demand in Brazil in the period from 1960 to 1980.

In view of the present-day aim to obtain a considerable balance
of trade surplus and the vital need for measures designed to
restore control of the balance of payments, import control policies
are a part of any strategy for solving the problem of Brazil's
foreign accounts. It is, therefore, desirable to improve our
knowledge of the behaviour of import demand.

Given the great variation of the forms of control that have
been attempted in recent Brazilian history, ! it is difficult to
synthesize the policy measures into a small number of variables
open to statistical observation, and which can be the subject of
an econometric treatment. Despite these difficulties, the attempt
to give an econometric treatment to import demand is justified by
the need for the availability of quantitative assessments concerning
the impact of changes, for example, in the exchange policy, in
the level of economic activity, in tariff policy, or in variables

Editor's notc: Translation not revised by the author.

¢ This article presents some of the results of the master's dissertation entitled
“Brazilian Imports: Control Policies and Demand Decterminants™, presented

to the Economics Department of the Pontificia Universidade Catélica do Rio de
Janciro.

The author thanks Dionfsio Dias Carnciro for this supervision while
accepting total responsibility for any errors that the thesis may still contain,
Another version of this article was published in Revista Brasileira de Economia,
vol, 35, n.9 4, October/December 1981,
®e DNDES Planning Department.

1 See, for cxample, Dib (1983, Chapter II).
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outside internal control, such as the international prices of
Brazilian imports.

With a view to obtain accurate estimates for the price and
income elasticities of import demand, this article is structured in
the following way: the [irst section gives a brief review of the
literature dealing with the import demand models that are used;
the second section analyses the data utilized, and the third section
presents the results obtained in the econometric estimates for Brazil
between 1960 and 1980, and compares our results with those
obtained by Lemgruber (1976), Weisskoff (1979) and Khan
(1974) ; and finally, the last section contains various comments on
the need to make import control compatible with the definition
of viable growth strategies for the next few years. The results
that are presented confirm and extend those obtained by the author
in a preliminary study.?

2 — Import demand models

The methodology used in the research sought to incorporate most of
the information available in the literature on the subject. The
theory has identified the relative income and price variables as

the determinants of import demand. However, as will be seen,
certain additional factors can also be related, such as trend variables
and changes in economic policy management.

2.1 — The simplified model

According to Lemgruber (1976), Pastore, Barros e Kadota (1976)
and Thirlwall (1977), the specification of the aggregate import
demand equation relates the quantity of imports demanded to
domestic economic activity, measured by the real income variable,
and to the price of the imported product in relation to that of the
domestic substitute.? The estimated equation for the annual data
has the following form:

Pm (1
log M8 = qp + o log ¥ 4 ap logm—(%—l-)-—}-'- + (1)

where:
M? — quantity of import demanded
2 Dib (1981).

1 Tt js assumed that the demand function is 2era degree homcegencous in the
prices and incame.
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Y = real income

P,, = price of imports in foreign currency

P = domestic price index

A = exchange rate (Cr$/USS, annual average)
t = tariff protection rate

and

#t¢ = is the independently and normally distributed sample
error.

Working on the hypothesis that Brazil is a “small” country
in relation to the supplicr markets, we will assume that the supply
of imports is infinitely elastic at the price of imports in foreign
currency, and we will also suppose that the domestic prices and
real domestic income are exogenous,* the equation (1) being
estimated by the ordinary least squares method with annual data.
Besides this, it is initially accepted that the adjustment lag is
not for more than a year, that is to say that the importers are
aleays over their demand function (M? = M).

As the equation is specified in logarithmic terms, a; and q,
are respectively, the price and income elasticities of the imports.
The theory predicts that the a, sign is negative, while the income
elasticity sign, a, is positive.

Similarly to Khan (1974), Lemgruber (1976) and Weisskoff
(1979), we started from the simplest formulation of the aggregate
import demand and, after this, we relaxed certain hypotheses so
as to qualify the initial model. In this way we will add to the
initial hypotheses, the possibility of adjustment lag, of dummy
variable influences (as a result of atypical movements that may have
characterized any specifi year, and we will introduce trend
variables designed to separate the cyclic and secalar effects of
economic activity,

2.2 — The adjustment lag model

In a study designed to estimate import functions for fifteen
underdeveloped countries, including Brazil, Khan (1974) attempted

¢ This is a simplifying hypothesis. Strictlv spcaking, given the dependence
of investment and the level of activity in general on non-substitutable imports,
imports (or part of them) should be a part, in a more general model, of
the income determinants.
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to incorporate the role of quantitative restrictions on trade. This

is necessary to the extent that the quantitative controls have
appeared as a characteristic common to underdeveloped countries.
Although the exact role of these quantitative restrictions cannot

be quantified, Khan shows that, by assuming certain hypotheses,

it is possible to obtain approximations and tests that can measure
their importance. )

In the context of the underdeveloped countries, then, an
additional source of bias in the estimation of the equation (1) is
the omission or lack of attention given to the quantitative
restrictions in the flow of imports, leading to inconsistend and
tendentious estimates.

In this way, in order to avoid these sources of bias, Khan
(1974) adds to the initial hypotheses the possibility of adjustment
lags, specifying a disequilibrium formulation, in which additions
are related to the difference between the demanded imports in
the period ¢ and the effective imports in the period (¢t —1).

A log M, = y(log M¢ — log M,_,) t3)
where,
A log M* = log M; — log M,_,

and y is the coefficient of adjustment, 0 < y = 1.

The equation (1), presented in this way, is a relation of
equilibrium implying instantaneous adjustment, on the part of the
importers, to the changes in the relative prices of the imports
and in the real income. Given that there is an adjustment cost of
the effective imports at their desired level, and given that some
imports are undertaken by way of contracts with a duration of
more than one year, heing unable to respond immediately to
changes in demand, it is easy to notice that there exists the
possibility of an adjustment lag.

This process of partial adjustment introduces a structure of
distributed adjustment lags (i. e, where the prices decline
geometrically) in the determination of imports.

In this way, substituting the equation (1) into (2) and
resolving to M,, we will have:

Pm(] k1) 1
log M = yap + ya, log ¥ 4+ ya» log o mma

+ (1 —y) log M,y + yp )

where ya, and ya, are, respectively, the short-term price and income
elasticities.
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2.3 — Cydlical and secular effects on import demand

The unsophisticated specification of the aggregate import demand
equation discussed previously has been criticized as it does not
allow for a distinction between cyclical factors and secular factors.

The effects of the cyclical factors may be substantially different
from the effects arising from secular actors. The introduction of
the current real income as an explanatory variable may include
only the cyclical influences on imports. Thus, to ignore the role
of the secular factors may lead to a tendentious estimate of the
income elasticity, especially concerning the long-term uses of the
estimated equations.

Previous attempts to formulate an import demand equation
in which it would be possible to isolate the two effects, were made
by Branson (1968) for the United States, and by Marston (1971)
for Great Britain. The method by which Khan and Ross (1975)
took these cyclical and tendency factors into account will be
explained below.

Specifying, firstly, the import demand equation similar to
equation (1), but incorporating the quantity of imports and the
income in terms of tendency, we have:

Po(l+0) A

P e + Vt. (4)

log M*¢ = oy + o, log ¥Y* + a, log

where the asterisk indicates the value of the tendency, that is to
say, the potential value of the variable and V, is the sample error.

Additionally, a new equation relates the effective import
demand deviation in relation to its potential level to the deviation
in effective real income in relation to the potential income. That

is to say:

log M — log M® — O (log Y — log Y*) 4+ W, (5)

Substituting (4) into (5) and resolving to M¢ we obtain the final
import demand equation:

logM‘:uo-i—uglogw--{-d)logY-{—
+ (ag— @) log Y* + (6)

where |, = (Vi + W)
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The coefficient sign of the potential income, (a; — ®) will
therefore depend on the relative magnitude of the two parameters
and may even be negative. 5

Many studies have not included the potential income as an
explanatory variable in the import demand equation and this
explains why nearly all of them fail to find evidence of negative
elasticity, given that their results only concerned the estimate
of the parameter ®.

While the bulk of econometric work in this fields concluded
that both the level of economic activity and the trend variable
are important, there is disagreement on the importance of cyclical
variables. Marston (1971), Gregory (1979) and Hughes and
Thirlwall (1977) found significant positive results for the cyclical
variables, while Barker (1970 and 1977) concluded that cyclical
influences, such as demand pressures, the utilization of capacity or
stocks, are insignificant, unstable and generally present a sign
contrary to that expected.

Effects of variations at the levels of economic activity, tendency
variables and cyclical variables (a measure of the level of utilization
of capacity) should then be included in the import demand
functions. Although the need to consider these explanatory variables
is recognized, there is a problem of identifying these variables,
given that any two out of three will imply the third. Therefore,
the introduction of the three variables make the model
overdetermined and the decision between them cannot be solved
empirically.

Barker (1979) observes that the parameters relative, respectively,
to the income, cyclical and tendency variables cannot be
distinguished independently. With the aim of illustrating this
problem of interpretation of the parameters, the author estimated
a series of import demand functions for the United Kingdom, at
an aggregate and disaggregate level, removing, individually, the
variables of economic activity, the cyclical variables and the
tendency variables. On the whole, the estimates conform to the
results that could be expected a priori.

When the trend variable is omitted, the income elasticity
increases and the elasticity of cyclical demand is reduced. Similarly,

f  An alternative way to present the equation (6) would he:

- [} ) X
1og M* = uo @ log P_“?'t)_’ + & (log ¥ — log ¥*) + o log ¥*

This is the formulation used by Artus (1973) and Goldstein, Khan and
Officer (1979) although it is obvious that the results of one can be derived
from the other.
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the omission of the cyclical demand variable would result in
an increase of the income elasticity and a reduction of the tendency
elasticity. Finally, when the income variable is omitted, both the
cyclical demand elasticity and the tendency elasticity grow. The
only exception to the algebraic model found by Barker (1979)

is an increase in the tendency variable when the cyclical variables
is withdraw, which is perhaps associated to a combination of
negative cyclical demand elasticities with goods for the demand
is declining through time.

In view of these empirical results, we can conclude that the
omission or restriction of certain variables in estimating the import
demand functions may lead to badly biased results.

According to Barker's models (1979), the distinction between
the effects of variations in the levels of economic activity, tendency
variables and cyclical variables (a measure of the level of
utilization of capacity) can be explained by means of an algebraic
derivation based on the simplest formulation of the import demand
equation. ¢

The first specification incorporates into the simplest form the
tendential variable T:

r
log M® = aqg + aylog Y + 1 T +

P
+ as log _ﬂl}_}"ﬂ + ™

In the second, instead of the real income a capacity variable
is introduced, measured by the ration between real product and
potential product (Y/Y*), and the tendency variable (T):

log M4 = ao + a; log —o ,,. +alT+

Py (1 482
+ o log @ EAR | ®)
Whilst in the third, an attempt is made to include the
influence of both effects by utilizing the real income (Y) and the
level of utilization of capacity (Y/Y*).

£ Y
108M4=G0+011°gy+011°g?.‘+

Lol Lo ©

+ a» log ———

8 Sce, in this respect, Barker (1979, pp. G3-4).
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Finally, the last specification incorporates the potential
income (Y) and the capacity variable (Y/Y*):

log M¢ = ap + o; log (Y/Y*) + a 1 log Y* +

P.(14+0A
P

+ a log +

It should be stressed that none of the specifications (10 or 6a)
mentioned present any problems related to the identification of
variables as suggested by Barker (1979), because none of them
is of the form:

M‘:ﬂo—}—ﬂ1Y+(12"+ﬂ;|t

where:
C:—}],’.—e}'fzyo(l—f—?)'
M?¢ — quantum total of imports;
Y = real product;
¢ = utilization of capacity variable;
t = tendency variable;
Y* = potential product;
Y, = real product in base year (period 0);
Y? = potential product in period ¢; and
¥ — average growth rate of the aggregate potential product.

Thus, we consider as alternative specifications Khan's model
of partial adjustment (1974); and the Khan and Ross model
(1975) and Barker's model (1979) in which, besides the real income
variable, other variables are also included so as to attempt to
separate the cyclical effects from the tendential effects.

Given that in estimating the import demand equations there
is a particular interest in obtaining price and income elasticities,
the logarithmic specification in the most convenient, as these
elasticities can be obtained directly from the estimated equations.

So, as the equations estimated here are specified in logarithmic
terms, a;, { = 0, ... 2, they are, respectively, the elasticities
that are sought.
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It should be expected, a priori, that the signs of the income
elasticities will be positive and that the price elasticity sign
will be negative.

While there appears to be no doubt as to the price and
income elasticity signs, the interpretation of the ‘“‘elasticities”
relative to the level of the utilization of capacity, of potential
income and of the tendential variable is less obvious. ?

The inclusion of these variables is an attempt to include costs,
other than those directly measured by the prices, related to the
purchase of particular goods. The import-domestic production
balance depends on the cost and price of obtaining these goods,
especially the cost of having to queue up when there is excessive
demand not absorbed by price increases or, alternatively, if the
goods are procuced to order. Normally an increase in the
utilization of internal installed productive capacity corresponds
to an increase in the waiting time for domestic consumers, who
will try to avoid this cost increase by seeking external suppliers. 8
In addition, there are technological factors which are not being
considered, at least in their short-term effects, by the activity
variable. The exhaustion of installed productive capacity, in periods
of intense growth in industrial production, induces a rise in the
level of investment and, conscquently, in the gross [ixed capital
formation. If the economy in question does not yet possess a
sufficiently dynamic production goods sector compatible with the
size of its productive base, the effect of an increase in the demand
for these goods, especially capital goods, tend to overflow abroad
through an increase in the imports of such products. ® The expected
sign of the elasticity relative to the utilization of capacity is,
therefore, positive.

3 — The data

Given the peculiarities associated with the laws that control the
importation of wheat, the leading Brazilian import, and of oil,
the main intermediate product, we decided to exclude them form
the econometric analysis of the determinants of the quantum
imports.

Bearing in ming the great variety of economic policy measures
designed to solve the balance of trade deficits in the post-war

T Sce the devclopment of the Khan and Ross model (1975) in previous
paragraphs.
8 Sce Ahrcu and Horia (1982) .

2 The years 1972 and 1973 are good examples of such an argument.
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period, particularly as regards exchange policy, the period 1960/80
was chosen because it presented greater stability in terms of
foreign exchange regulations, with the exchange rate reflecting
more adequately of the scarcity of foreign exchange.

We sought to estimate an ad valorem tariff incex that would
reflect in the most suitable way possible the effective cost of imports.
Thus, the tariff on imports was calculated by way of the taxes
effectively received during the period, obtaining the effective
aliquot by the quotient between the import tax received and the
FOB value of the imports, not including wheat and oil. 10 It
should be observed that the series of tarilfs becomes somewhat
difficult to construct given the diversity of policies introduced in
the post-war period (1947/80). We believe, however, that this
series can be used as a good indication of variations in the nominal
protection granted by the country to productive activities.

The indices of price and import quantum (oil and wheat
excepted) P,, and M¢, were constructed on the basis of information
provided by the Getulio Vargas Foundation National Accounts
Center. 11

The domestic price index (P) was the wholesale Price Index,
internal availability, obtained in Conjuntura Econémica. The
object of this choice was to obtain an index that reflected the
behaviour of the prices of marketable goods and which, therefore,
was the most appropriate as a deflator of the cost of imports.

The other data were the real product index for the real
income variable, and the price of the dollar in cruzeiros (annual
average) for the exchange rate variable () published monthly
by Conjuniura Econémica.

The measure of the level of the utilization of capacity
corresponds to the ratio between the Real Product and the Potential
Product (Y/Y*). The data used for the potential product were
those estimated by Resende and Lopes, 12 the implicit growth rate
of which was 7.219, a year.

Finally, we included the dummy variable in 1974 (D = 1 for
1974, D = 0 for the other years) to reflect the speculative demand

RT

10 That is to say: -
(M — MP — MT)A

where: RT = total import tax rcvenue in cruzeiros
M = 1otal value of imports (FOB)
MP = valuc of petroleum imports (FOB)
MT = value of wheat imports (FOB)
A = average exchange rate Cr$/USS

11 Not published by Conjuntura Econdmica.
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provoked by generalized expectations of scarcity and international
inflationary acceleration, which are not reflected in the conventional
relative price and income variables.

4 — The empirical results

The specifications presented were estimated in two versions as
far as the relative price variable was concerned. In the first
case, we removed from the price variable the import tariffl index
while, in the second case, the effective real cost of imports
incorporates the international price of imports (P,), the real
exchange rate (P) and the tariff index (I 4 t). This procedure
was designed to test the importance of the effects provoked by
the imposing of tarifls on exports.

The estimated regressions relative to the two cases are
reproduced, respectively, in Tables 1 and 2 below.

The introduction of the tariff index in the relative price
variable allows a slight improvement in the statistical quality of
the test and a small increase in the value of price elasticities in
all the estimated specifications. Although this result shows the
sensitivity of the import quantum demand in relation to the
variations of the tariff aliquots, tending to suggest that it is
reasonable to include this variable in the exercise, the small level of
difference between the two cases is due to the small variation
shown by the average tariff calculated for the period.

Generaly speaking, all the results obtained are very satisfactory
from the econometric standpoint; all the coefficients show expected
signs and reasonable accuracy in the estimates.

The results of the tables seem to confirm the evidence of a
high income and price elasticity of import demand in Brazil,
even if just the simplest specification is considered (equation (1)).

The inclusion of other variables as a measure of the level
of economic activity, so as to differentiate the cyclical and tendencial
effects in import demand, however, implies obtaining extremely
accurate coefficient estimates and values for price and income
elasticities more in accordance with what would be expected a
priori.

When we disaggregate the activity variable into real income
(Y) and potential income (Y*), the real income elasticity rises
considerably, while the potential income elasticity appears negative

12 See Resendc and Lopes (1981),
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Table 1

Equations of Total Import Demand — Brazil (Case I) (Excluding
Petroleum and Wheat)

Variables sy o Standard
Spacilications {c] ) {Y") ‘TJ m (3] Mi-1] OUM-—24 R2 F ow RHO Enee al Pericd
A Estimaie
1. Equatian { 1] 1.02382 1,50885 - - - =0,750944 - - 09688 264,894 11,7142 067716 0127438 1960/60
{0,520302]  (8,11513] (=2.13151)
2. Equatien | 3] 1.86530 0.568677 - - - —0,993916 0.560542 — 0,9729 179,395 — - 0,123873  1961/60
(272238)  (2.43588 |—3.45908]  (3.57638)
3. Equatien | 6] 5,226886 1293127 220121 - - —1,12833 - - 09760 217.068 1,8032 0,33696 0,115421 1960/60
|304040]  {5.96697] (—3.50002) {—3,74899)
4. Fquation | 7] -174928 3.2911 - - =0,154750  =1,12850 - - 09760 216,629 1.9050 033725 0.115535  1960/60
|-1.72407) }-3.74484) |—3.49102]  |—3,74484)
§. Equation | 8] 949711 - - 3,29231 0,0736592 —1,12764 — - 09760 217,275 1.8025 033727 0.,115367 1960760
16.48739 [5.96775) (8.46144]  [—2,74783)
6. Equuien | 9) 5 22688 1.06104 - 221124 —_ —1.12633 — - 09760 217.069 18032 0.33696 0.115421 1960/60
|1.04042]  (6,45831) 3.50005) {=3.74801)
1. Fqumiien (10) 52289 — 1.06104 329129 - —1.12834 — —- 09760 217,069 11,9033 033685 0115421 196060
{1.04045 {6.45938) 15.96907) {—3,74904]
8. Equation (1) 213412 1.46877 - - - —(,969958 — 0,268036 09817 2685696 1,385 067694 0,10CESE  1560/80
11.46762) (102784 [—2.38905] |3.38905)
9. Equatien {9°) 5.40851 1,00411 - 1.86328 - —1.18851 - 0.293798 09861 265566 2,1366 034274 0096315 1960/80
{3.98200] (10.8063] {3.84375] (—4.99188) 13,29150]
10. Equation (9°°) §,62905 0.797011 - 1.48041 - —1.22182 0,274927 - 09771 149,047 — — 0118040 19€61/80
3.26754)  (2.99751] 11.59772) |—4.01600]  (1.10314]
11. Fquatien (B°°] 5.62902 2,26740 —1.48038 — - —1,22181 0274932 — 09771 149048 — - 0118040 1961/60
(3.28755)  (2.08184) (—1.59771) (—4.01602)  |1.10317)
08S.: The Dwbin siatistic for the coetlicient ¢l impanr Ing (M;—y) in equation (3) is —0.3957 and is not delned dor equatiens 9°* and 6°*
’ . -
¢ = Constani Pr = Relativa puces f\m!l!ulld by _ng_l_)
Y = Real Produet
Y = Paiential Produer Me—1 = Imgant lag {1—1)

(Y/Y") = Wilization of eapacity variable
maasuned by proouet gapl
1 = Tendancy vaiable

DUM—74 = Qummy varsable 1974
° = Includes the dummy vatizbla (1974] in the eriginal specif.
** « Includes the degendenl lag vanabla in the enginal

specification

The figmat in beackeis telet 10 1he statistic ¢.
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2]

Equations of Total Import Demand - Brazil (Case 1I) (Excluding

Table 2

Petroleum and Wheat)

Vatiah'es ] Standnid
Spatilications {c) v (v —_) m {Pr) (M¢-3) OUM=24 R2 F ow AHO Enen ol Penod
Y Esiimate

1. Equatien { 1] 1.65544 148537 - - - —0.859235 - - 09709 283438 18074 06692 0123362 1960/80
10.922075]  {B.5%149) |—2.46518)

2. Equatien | 3) 431924 0538845 - - - —1,05358 0599360 — 09755 198,238 — - 0117883  1961/8¢
13.39228) 12.53807) {—4.17840] 14.12367]

3. Equatien | 6) 5.68561 31521 22122 - - —1,20516 - - 0.9709 243435 1,9501 031308 0,109133  1960/80
{3.54557)  (6.48828] (—3.81254) (—4.30444]

4. gquuion { 7) —3,20843 3,25106 - - —0,153328  —1,20559 - — 09785 242,931 11,9515 G,231331 0109244 1860/80

{—1.57587| 16.47541) {—2,80371)  |—4.30047)

5. Equuiien | 8) 9.87683 - - 3,25208 ﬂﬂmﬂﬂ —1,20454 - - 09786 243666 1,9197 0,21330 0,109082  1960/80
11.25029) (6.40808)  {9.05004) (—4.30358)

6. Equatien | 9 6,68559 104158 - 221201 - —1,20815 - - 08786 243436 19501 0,31308 0109133 1960/80
13.5455))  (8,04689) (3,81254) {—4,30443]

7. Equmian (10) 568560 - 1,04155 3,25276 - ~1.2051§ - - 09786 243431 1,9502 0.31308 0.109133 19600
(3.54556) (8.04697)  {6.48826) (—4.30441)

B. Equatien (1°) 2.45807 1.4 - - — —1,02020 — 0,274062 0,9627 303,409 11,8800 067875 0,0979614 1960/80
{1.69082)  (10.4190) {—1.62494) 13.31111)

6. Equation (9°] 549718 1.06934 - 1,88861 — —1.20262 - 0.270644 10,9872 289,046 12,0015 035332 0,0871166 196060
{4.20469) (10.9972| {3.83209) (—5.22742] {3.18458)

10. Equation (9°°] §.81348 0.78820 — 1.12398 - —1,2583] 0,264866 — 09795 167.40§ — - 0111521 1861/80
{3,71749) 3,20306 {1.66697] {—4.52977 1112652

11, Equanon (6°°) 5,81348 221218 —1.42398 - - —1.25838 0264869 — 0.97¢5 162404 ~ - 0111521  1861/60
(3.71749]  (2.19837)  (1.BG6SE) (—4.52975)  (1.12654)
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which means say that import quantum demanded varies inversely
with the trend incometrend (see equation (6)).

In the same way, the negative coefficient of the tendency
variable (T) can be interpreted as reflecting, according to
Weiss-koff, a growing decline in Brazilian dependence on aggregate
imports during the period in question (equation (7)).

It is worth mentioning, however, that when the utilization
of productive capacity variable is introduced as a measure of
cyclical influence in import demand, the trend elasticity becomes
positive (equation (8)). Bearing in ming these contracdictory
results in relation to the trend variable, its interpretation starts
to demand a little more attention and will be the subject of more
detailed qualification in the following paragraphs.

The high elasticity in relation to the utilization of capacity
variable, suggests the importance of extra-price factors in the
competition between imported goods and goods produced internally.

The reduction in estimated income elasticity can be seen as
a result of the separation of cyclical effects from secular effects.
On the other hand, the increase in the estimated value of price
elasticity in relation to the simpler specification — which occurs
in all the other cases — reflects the separation of price and
extra-price effects of a cyclical nature relevant to the competition
between domestic production and importation.

As one approaches the full utilization of productive capacity,
the surplus demand for domestic production tends to switch
abroad in the form of a rise in import demand. Besides thise,
the greater rigidity that characterizes the present list of Brazilian
imports, above all in relation to intermediate goods imports
(particularly oil) and capital goods (particularly those made to
order) — which represent almost the total volume of imports 13
— reflects the greater influence of extra price effects vis-a-vis
price effects. In this way, changes of the imported quantum seem
to respond more to oscillations in the level of economic activity
than to modifications in the relative price structure.

One can conclude that the introduction of the potential
income variables, and the tendency and utilization of capacity
variable, allows us, in the light of the Khan and Ross models
(1975) and the Baker model (1979), to distinguish between
cyclical and secular factors relative to the movement in the

13 For an analysis of the evolution of post-war imports, see, for example,
Dib (1983, Chapter III, Section 3.2).
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variables for measuring economic activity and between price and
extra-price effects in import demand. 14

The results obtained with the inclusion of a dummy variable
for the year 1974, in an attempt to explain the atypical accumulation
of speculative stocks, confirms the peculiar character of that year,
though not altering in any substantial way the estimated elasticity
values (equations (1*) and (9*)). The reduction of income
elasticity in those cases can be explained by the greater influence
of extra-price and income effects, which characterize atypical
years in terms of import performance, as well as the fear of
generalized international inflation and a new period of drastic
import restrictions.

On the other hand, if one considers the estimates with
distributed lags, that is to say, in which the hypothesis of partial
adjustments is introduced, the coefficient of import lags (M,—,)
appears significant at a level of at least 959, in equation (3),
which leads us to reject the hypothesis that Brazilian imports
adjust to the information relevant to the demand function in a
period of one year or less. However, in the specification of
equation (9**) the income elasticity and the elasticity of lagged
quantum variable become non-significant (59, significance level),
which raises doubts about the effective adjustment period of the
effective imports to their desired level. Perhaps the inclusion of
the capacity variable picks up these short term effects, it not
being reasonable to suppose, at least for total imports, that this
period is greater than one year. Recent work by Abreu and Horta
(1982), tries to shed some additional light on this question,
through estimates for disaggregate equations by category of use,
suggesting that the lags do not seem to be relevant, except in the
case of capital goods.

If we accept the hypothesis of an adjustment greater than a
year, it is important to distinguish between short-term elasticities,
given by the disequilibrium equations, and long-term elasticities,
coming {rom the equilibrium equations. The income and price
elasticities, will be calculated from the short-term elasticities,
according to y a;/1 — (I — y) where y is the adjustment coefficient
and y o are the short-term income and price elasticities, given
by equation (8).If (I —~y) =& 0 then the adjustment of imports
to their desired level is not instantaneous, that is to say, there
exists an adjustment lag. We can conclude immediately, through

14 It is also important to point out the similarity and independence shown by
the clasticities in rclation to the real income, potential income and utilization
of capacity variables, in egqunations (6), (9) and (10), given that any two
out of the three will imply the third.
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certain arithmetic exercises, that high price and income elasticities

persist both in the long-term as well as the short-term (see
Table 3).

It is useful to compare the empirical results of this research
project with those obtained by Lemgruber (1976), Weisskoff
(1979) and Khan (1974).

The equation estimated by Lemgruber (1976) given the small
number of degrees of freedom, with only a few annual observations,
was based on the simplest specification, similar to equation (1).
The data utilized werc the price and import quantum indices
published monthly by Conjuntura Econémica, the industrial
product index as a variable of economic activity, the general
wholesale price index (1PA) as (P) and the annual average rate
of exchange (1). One can note that Lemgruber did not inclued
in his estimates an import tariff index. On the other hand, it was
necessary to introduce a dummy variable for the year 1974, for
the same reasons as explained above. One should emphasize,
furthermore, that the data related to the price and import quantum
indices do not exclude the items petroleum and wheat.

The general model of import demand adopted by Weisskoff
(1979), distinguishes besides the income and price elasticities of
import demand, a tendency coefficient and a dummy variable
designed to show shifts in the function, due to changes in the
direction of economic policy.

All the regressions in Weisskoff were also estimated by ordinary
squares, with annual data, covering the 1953/70 period.

Khan (1974), besides using the simplest specification in his
regressions, also allows for the proces of partial adjustment.

Table 3

Income and Price Elasticity for Short and Long-Term Imports?

Ineome Prica
Short-Term Case I 0.5887 —0.9939
Case II 0.5388 —1.0536
Long-Term Case I 1.0140 —1.7121
Case 11 0.8990 —1.7578

1 The lang-term elaaticities ware ealeulnted {rom the shart-term elasticities nccording ta the
formula:

¥ o
1— (1 —
where: “Yai = short-term elasticitien
4 = adjustment ooellicient
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Contrary to Lemgruber (1976) and Weisskoff (1979) Khan's
regressions were estimated subject to an auto-regressive process of
the first order, through the two stage least squared method. 18

The period under study was 1951/69, with annual data. All
the variables are at 1958 dollar value.

The results of Lemgruber (1976), Weisskoff (1979) and Khan
(1974) are shown in Table 4.

With the exception of the estimate of the equilibrium in the
Khan model, all the regressions show a high income elasticity of
import demand. However, the results insofar as price elasticity
is concerned do not seem to respond in the same way. Contrary
to Khan's results, the coefficients estimated by Lemgruber and
Weisskoff, indicate that although showing a correct sign, Brazilian
imports show a low elasticity in relation to price. This difference
between the results seems to result from the fact that Lemgruber,
Weisskoff and Khan used price and import quantum data, which
included petroleum and wheat. Furthermore, they did not
incorporate into their relative-price variables, an import tariff
index. This omission will also have introduced a certain bias in
the estimates.

Contrary to our observations, Khan affirms that the degree
of auto-correlation of the residues, reflected by the non-significant
auto-correlation coefficient, both in the equilibrium estimates as
well as the disequilibrium estimates, would serve as an indication
that the quantitative restrictions have had a non-significant role
in Brazil's flow of trade. Besides this, Khan finds evidence of a
non-ignificant import lag coefficient and concludes that the
adjustment of importation is instantaneous.

On the other hand, Weisskoff’s results concerning trend
elasticity conflirm our own, to the extent that both show evidence
of a strong influence of tendencial factors, which Weisskoff
interprets as reflecting successful import substitution. The other
results cannot be compared, since Lemgruber (1976), Weisskoff
(1979) and Khan (1974) restricted their exercises to the simplest
specification of the aggregate import demand equation.

5 — Final considerations
The different economic policy measures designed to reduce external
imbalances, particularly exchange policy and tariff controls,

introduced in the post-war years with varying degrees of intensity,

16 The tcchnique used was that of Sargan (1964).
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06

Equalion for Impart Demand in Brazil: Lemgrubey — Weisskof/ — Khan 1

Tahle 4

Activity Variable

Canstant Prico Time Dummy M., RIIO el R—3 DW
GNP GCF
(dum.74)
Lemgruber —32,0257 1,4930° —0,4949° 0,3294» - — 0,0049 09935 1,84
(27,15) (2,02) (3.84)
(dum.B8)
Weisskoff —5,994 2,333 - —0,374 —0,131® 0,260 —_ - 0,823 1,89
(3,034) (2,142) (2,840) (2,796)
—2,744® - 1,759 0,262*  —0,080~ — - — 0,896 1,77
(2,778) (1,488) (2,921) (5,876)
Khan 2,533 0,107 - 1,658 = = 0,378 — =
(1,51) (2,78) (5,50) (1,49)
—0,402 0,153 — —1,315* —_ - 1,153 0,342 —_ — —
(0,20) (3,51) (3,97) (1,22) (1.97)

a)
b)

e

Aggregate annunl dats were utilised in the regreasiona
GNP — Groas National Prad et CCF — Groas Capital Formation

signifieant at & 009 level:
significant at a 85% level;

indiestes that the hypothesis 0f auto-eorrelation aan be rejected



represent successive attempts to equate the real needs for importation
and saving, peculiar to the stage of growth and differentiation of
the Brazilian economy, to its capacity to generate currency
reserves. 1 From this point of view the reserve position has
emerged as the controlling factor in guiding domestic economic
policy in the import-export field, which becomes translated into

a policy of granting privileges to the exporters or of toughening
import controls.

Parallel to this the situation of the international financial
markets has indicated what proportion of the gap in the real
resources can be financed by the inflow of foreign capital. In this
way, the absorption of foreign capital allowed the investment levels
to remain above that which internal saving alone would provide,
and permitted the internal product to continue its path of
expansion even when the stimulus coming from the international
economy had become inverted in the middle of the last decade.
Such an option would not create problems, as long as the process
of indebtedness stayed in line with the expansion in trade and
the supply of international financial resources, with the continued
expansion of exports and real prospects for maintaining the
growth in internal income.

This policy of growth cum indebtedness which requires the
continual expansion of export revenues is now facing considerable
difficulties due to the cooling off of world trade and the
disorganization of the financial markets caused by events over
the last two years. 17 Once again in Brazilian economic history,
the way out of the impasse brought by the shortage of foreign
reserves cannot he seen only in terms of promoting exports, the
expansion of which is conditional on a change in the overall
international situation and on the recovery of foreign markets.
On the other hand, the inflow of loan capital is dependent on
the return to normality on the international financial markets.
Once again, policies which deal directly with restricting imports
have become the order of the day in economic policy debates

On the other hand, there is a trend in imports towards an
ever growing concentration on capital goods and intermediary
goods, with a marked decline in imports of consumer goods, both
durable and non-durable. Such modifications have resulted from
structural changes which have taken place in the national productive
system over the last few decades arising from different policies of
industrial expansion. In this way, imports have evolved to the

18 Sce Dib (1983, Chapter II).
17 See, for example, Arida (1982, Scctions IV and VII) and Malan (1982).
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point where they have become relatively incompressible and any
additional reductions will tend 1o cause a considerable impact.

This being the case, the need for more accurate knowledge of
the behaviour of imports led us to concentrate our efforts on
estimating equations for aggregate import demand in Brazil, which
will permit an evolution, in a systematic way, of the principal
aggregates which have an influence on it.

The results obtained for the various specifications for the
total imported quantum (excluding petroleum and wheat) included
in the previous section, show that the estimated equations depict
with a reasonable degree of accuracy the behaviour of import
demand in the last twenty years (1960/80).

The decision to exclude petroleum and wheat was instrumental
for obtaining such good econometric results. All the coefficients
show expected signs and reasonable accuracy in the estimates,
confirming the existence of high income and price elasticity in
import demand in Brazil. Besides this, the inclusion of other
variables, as a way of differentiating cyclical and tendencial effects
on import demand, especially the measure of utilization of
capacity, reflects the greater influence of extra-price effects, such
as variations in the level of economic activity, in relation to
price elfects.

It is worth mentioning, however, the precariousness of the
utilization of capacity measure, based on the ratio berween real
product and potential product. The adoption of this procedure to
estimate the utilization of capacily presupposes, cacteris paribus,
that the entrepreneurs and the government create productive
capacity at constant rates and independent of the economy’s
performance. ¥ In reality, with the continuation of the recession,
it is natural that this measure becomes more precarious, as one
cannot know with certainty, at this stage, the effects of the recession
on the expansion of productive capacity, through a fall in total
investment. It is expected, therefore, that the equation will tend
to overestimate the effects of the recession on the decline of the
imported quantwm, and underestimate the consequences of a
possible recovery of the economy.

The ideal solution would be to possess a direct measure of
the utilization of installed capacity, or to alter the method of
calculating the potential product which would incorporate the
effects of a prolonged fall in the growth rate of the GNP on
the investment decisions of the economic agents. Such considerations,
however, go beyond the scope of the present study.

18 See Abreu and Horta (1982).
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Thus, although certain reservations can still be made,
particularly as to the method of calculating the utilization of
capacity variable and its effects on the variation of the imported
quantum, particularly in prolonged periods of low economic
growth rates, it is possible to estimate import demand within
the econometric “canons”, as long as the key income and price
variables are adjusted to take into consideration: a) the distinction
between the tendency effects and the cyclical effects in the
variation of the level of activity; h) that the relative prices
incorporate the tariff policy; and c¢) that exchange rates are
Teasonably stable.

It is obvious, from the above, that the reality of the eighties
is radically different from that of the two previous decades.
The changes that are taking place on the international scene tend
to make it quite different from that which prevailed until the
mid-seventies. The Brazilian economy should, therefore, adjust as
quickly as possible to this new reality, characterized particularly
by a slower growth in the inflow of foreign reserves, as a consequence
of the negative impact on world trade caused by a succession of
exogenous shocks which have exaggerated in a disproportionate
way the degree of uncertainty in the international financial and
trading markets.

The movement towards greater import control seems then to
be inevitable in order to achieve a surplus on current account,
especially on the trade balance. Thus, the need to keep imports
within the limits imposed by the availability of foreign reserves
together with a greater influence of extra-price effects vis-d-vis
price effects in the determinants of aggregate demand, clearly
demonstrates the urgency of harmonizing the current policy of
controls with a new industrial policy that defines viable strategies
of economic growth compatible with external restrictions.

.
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Brazil’s external balance: an evaluation
of the monetary approach *

Eliana Cardoso **
Rudiger Dornbusch ***

This paper discusses the extent to which the “monetary approach’
can serve as an explanation of the Brazilian external balance.
Recent work by Connolly and Dantas (1979) claims that “The
simple models of exchange market pressure tested here perform
fairly well in the 1955/75 period and very well during 1962/75,
in explaining movements of reserves and the exchange rate”. We
show that their analysis is flawed in a number of respects but
that, when all corrections are applied, their conclusions
substantially stand.

In a first part we briefly review the monetary approach. The
second section presents empirical evidence and in the final section
we comment on the Connolly-Dantas paper.

1 — The monetary approach

The monetary approach to the balance of payments grew out of
policy oriented modelling at the IMF (1978) with some ancestry
in Dutch theory [Prais (1961) . The approach received its main
emphasis toward the end of the 1960s, particularly associated with
Johnson (1972), Mundell (1971) and their students [see Frenkel
and Johnson, eds. (1976) ]. The particular model to be discussed
here is due to Girton and Roper (1977) who estimated it for the
case of Canada.

® Originally published in Pesquisa e Planejamento Econdmico, Rio de Janciro,
10(2): 481-502, August 1980.

®¢ DBoston University.

®ee Mlassachusetts Institute of Technology.



The monetary approach recognizes the relationship between
the balance sheet of the consolidated banking system, the external
balance and monetary aggregates. Denoting net [oreign assets,
the money stock and domestic credit by NF4A, M and DC
respectively, the balance sheet identify of the banking system states:

NFA + DC = M (1)

where M denotes all liabilities of the consolidated banking system.
The monetary approach uses this identity, combined with
assumptions about the monetary sector and the exchange rate
regime, to establish a link between money demand changes,
changes in domestic credit and changes in net foreign assets.

Denoting by A a change wc obtain from (1):

ANFA =AM — A DC "

In (1)’ we still have an identity. The next step is to convert
it into a theory by imposing the assumption that money supply
always equals money demand. Denoting the change in money
demand by A M¢ and imposing the assumption A M — A M¢
converts (1)' from an identity into a theory, namely the monetary
approach:

A NFA = A M¢ — A DC "

The monetary approach asserts that under fixed exchange rates
changes in money demand increase net foreign assets of the
consolidated banking system while credit expansion leads to a
precisely offseting loss in net foreign assets. With exchange rates
tlexible or managed, as we see below, the approach amounts
to a statement about changes in net foreign assets andjor
appreciation. A rise in domestic credit, for example, leads to an
offsetting decline in foreign assets or to exchange depreciation,
higher prices and thus higher money demand. These details are
spelled out below.

The attraction of the monetary approach is that it offers a
very aggregative, simple framework for the analysis of net foreign
assets. In terms of complexity it thus compares favorably with the
alternative approach that would specify separate equations for
exports, imports and capital flows, and in this way build up a
model of the external balance and changes in net foreign assets.

We now develop the monetary approach and start by expressing
(1) in percentage changes:

r=AM/M — d @)
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where v = ANFA/M and d == ADC/M are used for national
convenience.

The next step is to impose monetary equilibrium with nominal
moitey demand determined by the price level, real income and
the nominal interest rate:

M = PY$ ¢-¥ (3)

where P, ¥ and i denote the level of prices, real income and the
nominal interest rate. The functional form is that assumed by
Cagan (1956).

Differencing (3) yields:
AM|M = p + ¢y — hAi 3

where lower case letters represent percentage changes; thus
p = AP/P. Substituting (3)' — the demand determined changes
in nominal money — into equation (2) yields:

r=2¢p + ¢y — hAi — d @’
The model is closed by the assumption of purchasing power
parity:
P — EP* 4)
where E is the cruzeiro price of foreign exchange and P* the

given foreign price level. Differencing (4) leads to an equation
for the domestic rate of inflation:

p=19p*+e ON

After substitution in (2)° we obtain the final form of the
equation describing changes in reserves and exchange rates:

r—e=p* + ¢y — hAi — d (5)

The equation implies the following predictions:

i) An increase in external inflation leads to reserve increases
or appreciation, one-for-one.

ii) Growth in real income leads to reserve accumulation or
appreciation.
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iii)  An increase in interest rates leads to a resexrve outflow
or depreciation.

iv)  An increase in domestic credit creation leads to an equal
reserve decumulation or depreciation.

The theory thus imgplics sign restriclions on Lwo ol the
right-handside variables — real income and interest rates — and
the tighter reswrictions of plus and minus unity on f{oreign inflation
and domestic credit creation respectively.

Ympirical work would cstitnale the equation (5)

r—e = a, + ad - aap* | azy 4 di (%)

and test the restrictions ap — 0, —a, = @, =1, a5 > 0, a; < 0.

Equation (5)’ is of course nolL a test of the monetary approach
but rather a joint lest of four hypothesis: (i) the monetary
approach, (if) continuous money market equilibrinm, (iii) the
functional form and determinants of money demand and (iv)
continuous purchasing power parity. There are [urther hypotheses
introduced, once the choice is made on what are the data
counterparts of $*,y and i and how to estimatc the equation.

Fquation ¢5)’ is what Girton and Roper (1977) call an
“exchange markel pressure” [ormulation of the monetary approach
and is the model that Connolly and IDantas (1979) applied, in
a modified form, to the Brazilian daia. We now proceed to an
estimate of (5) "

2 — Estimates for Brazil 1958/78

The exchange pressure model of the monetary approach was
estimated with annual data for Brazil {or the period 1958/78. The
data are described in detail in the appendix we note here simply
that foreign inflation was represented by the US wholesale price
index, the alwernative cost of holding money, because there is no
sufficiently long intcrest series, was proxied by the Drazilian
inflation rate of the general price level. Finally domestic credit
creation measures the growth of domestic credit less nonmonctary
liabilities of the consolidated banking systcm,

In Table 1 we report the empirical evidence. Tirst we observe
that the model explains a large fraction of the variation in cxchange
market pressure, but that there remains considerable serial
correlation even afier (irst-order correction. The theory is supported
in that all coelficients have the expected signs: specifically, a
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higher rate of credit creation is reflected in reserve losses or
depeciation; bigher foreign inflation leads to reserve gains or
appreciation. A higher growth rate of home income implies
increased reserve gains or appreciation while increased, home
inflation, by raising the opportunity cost of holding money, gives
rise to reserve losses or depreciation.

Not only are the signs in accordance with the theoretical
specification, but the parameter estimates also accord substantially
with the theory. Thus domestic credit creation shows a coefficient
of approximately minus unity; the foreign rate of inflation has a
coeflicient that is significanly different from unity.

The two equations reported in Table 1 differ in the formulation
of the income variable. In the [irst equation we use the cwrrent
growth rate of income in the other a three year moving average.
The specification of the income variable substantially affects
the estimates and the precision of estimates of [foreign inflation,
real growth and the allernative cost of holding money. The
formulation that uses a three year moving average implies a less
precise estimate for foreign inflation and a more precise estimate
of real income growth and changes in the alternative cost of
holding money. Along witl: a more precise estimate for the exchange
market effect of real income growth we obtain, though, an
unacceptably high estimate of the income elasticity as heing 3.18.

In the following chart we show a graph of actual and predicted
values corresponding to equation (1) in Table 1. It is apparent
that the equation tracks well the main movements in the exchange
market pressurc variable. In particular the 1964 episede is
well-accounted for by the model.

Our conclusion on the empirical evidence is that the monetary
approach model descuibes well the behavior of the exchange

Table 1

r—e¢ @tod+@p*taytadp

108878 00 ay nz @y a4 R? DW SER Rba

! —.03 — a9 1.38 101 - 46 €6 138 .18 —.4t
(— 12y {(—7.51) (2.27) (n.722) (—1.74)

2 — M 7 313 —-—.77 01 1.8 10 —€.47

—.8
(—1.80 (—0 a0y (1.89)  (1.00} (—2.68

= = - 0 . P:
KOTE: The income grawth vorinble in cquation 1. is the auzrent grossth cote of reol GD
in camsiion 2 it ie & three- year movirg nverage. All cquotions gstimared swith o emoricfion fos

{irst-yrder eprin) ecvoelutinn, (-stabiatics ia varerLhresie,
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pressure variable, although the magnitude and precision of some
of the coefficient estimates — income, foreign inflation and the
alternative cost of holding money — are not entirely satisfactory.

3 — A comparison with the Connolly-Dantas estimates

In Table 2 we report estimates by Connolly-Dantas (1979). It is
apparent that their results, especially for the period 196275 are
quite splendid. Specifically the coefficients are all significant and
they all have magnitudes entirely compatible with the theoretical
specification. Moreover, the equation for 1962/75 shows no
evidence of serial correlation, after a minor first-order correction.
What then accounts for the difference between these results and
those we report in Table 1? The differences arise in part from
the equation specification, in part from data dilferences:

i) Connolly-Dantas estimate their equations without a
constant. This procedure will tend to raise estimated statistics
on the remaining variables.

ii) The equations are estimated without a variable measuring
the opportunity cost of holding money. Connolly-Dantas note
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that they omit the alternative cost of holding money “for simplicity”
although it is quite apparcnt that this amounts to a serious
misspecification of money demand, surely incompatible with the
monetary approach.

ili) There are data problems, to judge from the detailed
description provided in the appendix to Connolly-Dantas. The
first concerns the real income series. Connolly-Dantas seem to be
using the IMF series which has a break in 1964. Failure to note
that break leads to a calculated real income growth rate of 23.3
percent for 1964. It appears that this incorrect number is being used.

iv) The perhaps more serious data problem concerns the
series for the growth of domestic credit of the consolidated
banking system. This series is constructed, according to their
appendix, by taking the difference between the growth rate of M,
and the growth of net foreign assets, both expressed as a fraction
of M;. That procedure would be correct only if the consolidated
banking system had only M, as a liability. The presence of time
deposits, and more importantly of nonmonetary liabilities, implies
that domestic credit cannot be calculated in that manner. In our
work reported above we used the definition of net domestic
credit by adjusting the banking system’s credit outstanding for
all nonmonetary liabilities. 1

Table 2
The Connolly-Dantas Equation
r—e=a+a, d+ a p* + azy

ag a, ay ay R DW SER Rho

1. 195575 —1.01 1.29 1.27 .68 2.22 .81 —.11
(— 7.42) (1.27) (1.26)

2. 196275 —1.01 1.21 1.46 91 2.00 .13 —.12

(—13.09) (2.04) (2.45)

SOURCE: Connolly-Dantns (1070, Table 1).

1 A further difficulty we cncountered was our inability, cven reconstructing
the Connolly-Dantas data according to their description to reproduce their
equations. Our cstimates using their data are:

rT—e = a4 ad 4+ ap* 4 ayy

1. 1962/75 —.14 — .95 .12 2.05 .90 2.07 .13 —.10
(—.87) (— 6.7) (.15) (1.97)
2. 1962/75 — 1.05 40 1.80 .89 2.17 .12 —.18

(—11.5) (.58) (2.72)
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4 — Concluding remarks

The problems in estimation, unwarranted constraints and data
seem sufficient to cast serious doubt on the quality of the results
and the claim that the monetary approach does explain well the
evolution of exchange market pressure in Brazil. In view of these
doubts our earlier estimates, in Table 1 with a more complete
model and better data, and covering a more recent period restore
some confidence in the monetary approach. The model does
explain the behavior of the exchange market pressure in a
satisfactory way, but it is quite clearly not a last word on the
issue. Not only are their problems left in matching coefficient
estimates with the theory, there are also the serious issues related
to the endogeneity of some of the right-hand side variables that
have been noted in the literature.

As an exercise in the monetary approach the Brazilian case is
of particular interest because it draws attention to the role of
nonmonetary liabilities. To use the monetary approach for financial
programming in Brazil it would actually be necessary to control ne:
domestic credit. But that implies estimates of nonmonetary
liabilities ranging from bank debt to import deposits. It is these
nonmonetary liabilities, and not only the difficulty of predicting
nominal money demand, that make financial programming
particularly hard.

Appendix: The data

This appendix describes the data used in estimating the equations
in Table 2. The series for domestic credit and net foreign assets,
as well as the data on the US price index, were obtained from
the IMF, Internatlional Financial Statistics (IFS), Yearbook 1979,
and July 1978. The remaining data came from Conjuntura
Econémica (CE) and the Boletim do Banco Central do Brasil
(BCB) as indicated below.

1. Net Domestic Credit Creation (d):

Net domestic credit is defined as the difference between
domestic credit (line 32 in IFS) and nonmonetary liabilities
(lines 36b 4 37a 4 37r in IFS). To obtain midyear estimates
we averaged the end of year data for the current and the preceding
year. The growth rate, as a fraction of lagged money, is defined as:

d = ADC/M,_,
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where M is the money stock (lines 34 -}- 35 in IFS) obtained as
an average of the current and preceding and of year data. The
revisions are bridged by using the previous series, reported in
IFS July 1978 through 1972 and the new series in IFS 1979 for
the remaining years.

2. Net TForeign Asset Changes (r):

As net foreign assets we use line 31n less line 36¢l in IFS.
The data are end of year, hence we use the averaging described
above. Changes in net foreign assets, as a fraction of lagged money
are defined as:

y = ANFA[M,_,

The series on net [oreign assets starts in 1955. Hence our
first observation, as defined here is for 1957.

3. Real Income Growth (y):

“awv

Real income growth is formed as a three year moving average
of the growth rates of real GDP. Denoting the real GDP growth
rate by ¥y, the variable is calculated as:

y =5 G+ 51 + 7-2) ©)

Through 1966 we used the data from CE, April 1977. Growth
rates from 1966 on were calculated on the basis of the new series
series reported in /FS, 1979. (The old series corresponds to that
reported in IFS until 1964, the new series starts in 1965; the break
in the series is not indicated). The preliminary estimate of
1979 real growth comes from BCB, March 1979.

4. Foreign Inflation (p*):

Foreign inflation is measured by the rate of inflation of the
annual average US wholesale price index: IFS, 1979, line 63.

5. Exchange Depreciation (e):

The exchange rate data are obtained from the annual average
exchange rate reported in CE, April 1977 and July 1979. The
rate of depreciation, e, is the percentage rate of change of the
anual average.
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6.

Change in the Aliernative Cost of Holding Money (Ap):

The alternative cost of holding money is measured as the rate
of inflation of the “general price level”. The rate of inflation is
calculated from the index reported in CE. The variable p is the
change in the inflation rate thus calculated. The CE issues were

April 1977 and July 1979.

p-

] Ap ]
1957 0.00 0.0188 0.0270 0.27 0.069 —0.057 0.0520
1958 —0.04 0.7081  0.0150 0.29 0.077 —0.012 0.0550
1959 —0.06 0.2104 0.0018 0.37 0.056 0.248 0.0673
1960 —0.04 0.2115 0.0018 0.43 0.097 —-0.086 0.0767
1961 0.00 0.4362 —0.0037 0.44 0.103 0.078 0.0853
1962 —0.35 0.4238 0.0018 0.90 0.053 0.146 0.0843
1963 —0.64 0.4883 —0.0037 1.27 0.015 0.238 0.0570
1964 —0.72 1.2020 0.0019 1.48 0.029 0.146 0.0323
1965 —0.35 0.45880 0.0203 1.14 0.027 —0.332 0.0237
1966 0.00 0.1718 0.0344 0.42 0.038 —0.188 0.0313
1967 0.02 0.2012 0.0018 0.33 0.048 —0.097 0.0377
1968 0.04 0.2748 0.0245 0.36 0.112 —0.041 0.0660
1969 0.15 0.1996 0.0392 0.25 0.100 ~-—0.03¢ 0.0867
1970 0.08 0.1272 0.0361 0.22 0.088 —0.010 0.1000
1971 0.07 0.1521 0.0333 0.24 0.133 0.012 0.1070
1972 0.16 0.1224 0.0445 0.08 0.117 —0.034 0.1127
1973 0.21 0.0324 0.1307 0.24 0.140 —0.019 0.1300
1974 0.04 0.1084 0.1883 0.35 0.098 0.136 0.1183
1975 0.06 0.1968 0.0929 0.43 0.056 —0.010 0.0980
1976 0.01 0.3131 0.0460 0.38 0.090 0.136 0.0820
1977 0.02 0.3250 0.0612 0.38 0.047 0.014 0.0650
1978 0.08 0.2776 0.078¢ 0.39 0.060 — 0.040 0.0660

NOTE. For delinitions sco text y ia n three-year moving avernge of y.
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Brazilian wage polici¢s, 1964/81 *

Livio de Carvalho **

1 — Introduction

An understanding of the wage policies implemented from 1964 to
1979 is crucial to an analysis of the current policy in its historical
context. Item 2 will summarize the principles of pre-1979 wage
policies. In Item 3, we well comment on the wage policy applied
from December 1979 to Decermber 1980. In Item 4, we will analyze
the changes recently approved by Congress.

2 — Wage policies: 1964/79

The basic objective of post-1964 economic policies centered on
stabilization, a goal which was to orient all instruments of both
financial policy and wage policy. !

The four basic principles of wage policies during this period
were:

a) minimum of one year between adjustments;

b) reposition of the real average wage of the 24 months
preceeding the month of adjustment;

c) the average wage should also be readjusted in accordance
with the rate of increase of productivity;

Editor's note: Translation not revisced by the author.

® Some of the ideas in this article were discussed with several people to
whom I am grateful: Paulo Roberto Furtado de Castro, Joio Agostinho Telles,
Hamilton Bizarria, Mauricio Galinkin, Fernando Werneck, Mozarte Faschete,
Amno Meyer, Ramonaval Augusto Costa and Ricardo Lima. Any errors and
all opinions expressed, of course, are the exclusive authority of the author.

I would also like to thank Ana Maria de Resende for her valuable aid in
organizing and computing the data. Originally published in Revista Brasileira
de Economia, 36 (1), January-March 1982,

®® Dcpartment of Economics. University of Brasilia,

! Ministry of Planning and General Coordination (1965, pp. 15-6),
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d) the adjustment should also include half of the inflation
projected by the government’s financial programming (residual
inflation) .

These principles were not uniformly applied over time, 2 and
the law was modified several times. Nearly all the changes were
made to correct distortions which arose in the course of applying
the law (mappmprlate interpretations or lack of uniformity
in the criteria applied) and to broaden its reach.

Four major changes were made to the law:3

1) Calculation of the adjustment of the average real salary
on the basis of indices published monthly by the government
(Executive Order n.% 15; July 29; 1966), in order to eliminate
the multiplicity of criteria, since various institutions had been
furnishing this information to the Labor Justice Department.

2) In 1968 (Law n.° 5.451; June 12), a coefficient of
correlation was introduced to allowfor residual inflation. This
modification was intended to prevent the deterioration of salaries
in one period from stretching into subsequent periods by using
the actual (rather than projected) inflation rate to calculate the
average real wage of the twelve months preceeding the adjustment.
It should be noted, though, that this change was only made when
the difference between the projected and actual inflation rates
had dropped to nearly insignificant levels. ¥ In addition, the

2 When it was [irst introduced, the wage law covered only public sector
wages; the scapc of its application was extended over time.

8 For a detailed description of the evolution of wage policies, sce Carvalho
(1978) e DIEESE (1975).

4 Residual inflation and increase of the cost-of-living index (Rio de Janeiro) :
196477.

Period Residual Cost of Living (%)
07.64 a 07.65 25 74,3
08.65 a 12.65 0 9,4
01.66 a 07.G6 10 28,6
08.66 a 07.67 10 30,4
08.67 a 07.68 15 21,1
08 G8 a 07,69 15 21,1
08.69 a 07.70 13 22,1
08.70 a 07.71 12 21,4
08.71 a 07.72 12 16,3
08.72 a 07.73 12 13,0
08.73 n 07.74 12 27,8
08.74 a 07.75 15 29,0
08.75 a 07.76 15 38,9
08.76 a 07.77 15 40,4
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indexing mechanism consisted of applying a coefficient to the
nominal wages of the last twelve months preceding the adjustment
(months 13 to 24) % to make them equivalent to the wages that
should have been paid if there had been no error in the inflation
forecast for the same period. The following adjustment would take
into account the nominal wages actually paid during those months
(which then had become months 1 to 12 in the formula). This
procedure amounted to assuming an error in projected inflation
for the first adjustment, only to deny the error in the next
adjustment.

8) 1In 1974 (Law n.° 6.147; November 19), new modifications
were introduced to correct two distortions still present in the
precedures [or calculating the adjustment. The first change was
to use the average wage of the twelve months preceding the
adjustment, thereby correcting the error mentioned in the Iast
paragraph. Second, in the calculation itself, the rate of increase
of productivity is now multiplied by the average real wage (which
itself is multiplied by the preceding residual inflation), which
had not been the case before.® Though the difference between the
two procedures is small, when productivity is added rather than
multiplied the wage raise is diminished.

b 1;2412 Sdo+ § sz.c}
ta13
where Sr — real average wage in the 24 months preceding the adjustment;
S« = wage in month i; /1 = wage index in month i and € = correction

cocfficient of residual inflation (I 4+ R’/2) (1 4+ R/2). where R’ and R are,
respectively, actual inflation and residual inflation in the 12 months immediately
preceding the adjustment.
68 The previous formula for obtaining the rate of adjustment was:

T =857Sa+4+ P —1
where P — rate of increase of produclivily;

Sr= Sr(l + R/2) e Sr = _2T { S s >: S c}
i-1

(Sce foatnote 5 for meaning of the symbols.) Following 1974, the rate of
adjustment was aobtained durecily using the fallawing formula:

SIS = 1/12 f L (1 + R,J2) (|+p){ 1 4+ RY)2

\ T4 + Rc 1/2
where:
S = new salary following corrcction.
S¢ — salary in cach of the preceding 12 months.
R, = residual inflation in the 12 mcnths preceding the prescnt
adjustment.
R,., = residual inflation uscd in the previous year’s adjuctment.
R’, = actual inflation rate in the 12 months preceding the
adjustment.
P = rate of increase of productivity.
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4) In 1976,7 a policy statement signed by three minister
recommended the inclusion of a new factor in the calculation
of wage adjustments: the correction of the productivity coefficient
by a terms-of-trade index to reflect the gains or losses of urgan
wage-earners’ purchasing power ® caused by variations in the terms-
of-trade indices in Brazil's [oreign trade and between the
economy's urban and rural sectors.?

If the terms of trade were unfavorable to the country or to
the urban sector, productivity would be corrected downwards,
and if they were favorable, productivity would be adjusted upwards.

This change calls for a few comments. First of all, it reveals
that many of the wage law’s distortions grew out of the manner
in which its principles were being applied, rather than out of
the law itself. We thus have a ministerial policy statement
modifying the calculation procedures of one of the factors implicit
in the law’s wage formula. Yet their modification was not illegal,
since no law (with the exception of n.° 6.147; November 20,
1974) had presented an explicit formula for calculation of
adjustments. Nor was there an explicit presentation of the procedure
for computing the elements taken into account by the adjustment

formula. Even in the case of productivity, the indicator to be
used was never mentioned. °

7 Exposi¢io de Motivos n.° 115, June 2, 1976, signed by the Ministers of the
Planning Secretariat, Treasury and Labor and published in the Didrio Oficial
of June 21, 197G.

8 Wage policies apply basically to urban wage carners.

0 See, in this respect, DIEESE (1976) e Docllinger (1979, p. 21), For an
adjustment carried out in period ¢, the change implics that the ratc of increase
of productivity, p, is multiplied by a coefficient A, fA¢2 . Biy/Bi.a

where 4, and B, are, respectively, the index of the country's terms of trade
with other countries and the index of the terms of trade betwcen the economy's
rural and urban sectors, hoth in period &.

10 Brazil: Productivity increases granted and rate of growth of per capita GDP

Pinduetivity for

Period Calcutlation of Growth of
Adjustment Per Capita GDT
1964/85 1,0 0,0
1965/66 0,0 0,3
1966/67 2,0 2.0
1967/68 2,0 2,0
1968/69 2,0 6,0
1969/70 3,0 6,5
1970171 3,5 6,0
1971/72 3,5 89
197473 35 6,7
1073174 35 83
1974175 4,0 6,7
1075/78 4.0 1.2
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This change also made it possible to diminish the productivity
index, which at the time was around 4%, well above the 1.2%,
rate of per capita GDP growth, at a time when inflation was once
again on the rise. In any case, the growing inflation rate reduced
the relative impact of a cut in the productivity index from,
say, 4%, to 3%, since the most ungent goal was to recover what
had been eaten away by inflation, which was running at about 36%,.

The first wage policy law, therefore, went through a number
of phases. In the phase 1964/68, during which it was first
established, its application was broadened (1964/65) and then
consolidated, despite its evident insufliciencies; during the second
phase (1968/74), the policy was softened to correct its main
distortion (underestimation of future inflation) ; the third phase
(1974/76) brought the correction of the remaining distortions
and revealed a certain official concern with the problem of income
distribution; and during the fourth phase (1976/79), a resurging
of inflation led policy makers to ease up on their wage containment
policies. 11

The philotophy behind the wage policy was that if wages
grew no faster than the economy's average productivity, 12 they
could be improved without increasing their weight in the aggregate
product, that is, without altering prices. 3 The idea is actually very
simple, and in the early 1960s was successfully applied in several
European countries and in the US. 4

However the policy’s practical results diverged [rom theoretical
forecasts due to the innumerable distortions contained in the
law. Indeed, without these distortions, especially the systematic
underestimation of residual inflation, the average real minimum
wage between adjustments would never have fallen below its

11 Docllinger (1979, p. 26) gives rcal rates of wage increases in callective
bargaining of 0.6%, —3.0% and 0.9% for the years 197G, 1977 and 1978..
respectively.

12 Actually, this growth would take place duc to the initial compression
caused by the reposition of the average real wage of the last 24 months before
the adjustment and not beczuse of the reposition of the peak.

13 TIf we take the sharc of labor in the product'as §; — WL/PY where

W = wage rate, L — employment, P — price level and Y = product, it is
casy to see that labor's share remains constant if real wages grow at the same
ratc as the growth of average labor productivity. By the same token.

P = W — Y/L, that is, P will remain constant if the growth of nominal
wages (W) is cqual to the growth of average labor productivity (Y/L).

M Some of these po'icies were mandatory and others not. In the casc of the
US. this policy was known as “Wage-price guideposts,”” during the Kennedy
government. Sec, in this respect, The Economist, 226 (7014) :100.1, Dzc. 1978..
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1965 level. 15 The nominal wage in May 1973 would have been
$8.19, higher than that established by decree (Cr$ 481.00, as
opposed to Cr§ 312.00).¢

The real minimum wage fell 42.5%, from February 1964 to
February 1968. Even if we make the comparison for the months
immediately following the adjustment (March 1968), the drop
is still 28.3%.

The public civilian employees, the retired and those living
on social security (INPS) seem to have been the hardest hit,
since their incomes were adjusted at rates even lower than the
minimum wage. 17

As for the wages of professional employees, a study by
DIEESE 18 revealed the following behavior: a drop in real wages
through 1968, a slight recovery in 1971 and another drop from
1972/74. Overall, from 1964/74, 469, of the professional categories
analyzed were set back by 309, or more in their real wages.

Even in industry as a whole, average rcal wages fell by 9.1%,
a year from 1964/67, the period when the wage policy was applied
most drastically, and only recovered their 1964 levels in 1970. 1°
Average wages in industry gres at rate of 8.79%, annually from
1967/76. Thus, by 1976, they were 59%, higher than in 1964. The
reasons for this behavior of average wages in industry, at a time
when the real minimum wage was falling substantially, are to
be found in the fact that, while the wages of unskilled and
smi-skilled labor (always closer to the minimum wage) either fell
or grew only slightly, the wages of skilled workers and managers
grew at very high rates. 2 Thus the difference between the wages
of skilled and unskilled labor grew substantially from 1964/75.2

This evidence, and the fact that the inequality of income
distribution had increased in the 1960s and throughout the 1970s, 22

16 With or without the 13th wage (additional wage paid in Deccmber), or
whether one takes the productivity rate used in the adjustments or the rate
of growth of the per capita GDP. See, in this respect, Carvalho (1975, pp. 52-60) .
10 Carvalho (1975, p. 60).

17 Macedo (1976, pp. 84-7).

18 DIEESE (1975, pp. 57-65).

10 Doellinger (1979, pp. 28-9).

During the 196672 period, the real wages of unskilled workers fell; skilled
workers’ wages rose by approximately 2.6% per year and managers’ wages

by 8.1%, per year. Sce Bacha (1975, pp. 124-58).

21 The ratio between the wages of a companyes general manager and of a
construction helper in Sdo Paulo was 65:1 in 1969; 81:1 in 1978 and 90:1 in

1975 (not counting the additional bencfits earned by the manager). Sce
Suplicy (1977, p. 11).

22 Malan (1978).
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gave rise to heated controversy over the effects of wage policies
on income distribution and on the overall role of wage policies
in the Brazilian development model.

There were two extreme positions in the debate. Several
studies guaranteed that a more generous wage policy (which would
have fed inflation and hindered savings) could improve the position
of the middle strata on the spectrum of income distribution,
but there would be no guarantee that this improvement would
take place at the expense of the richest strata. Therefore, the
distribution of income could evolve towards a position where
losses would result in the share of the poorest 40%,. 2 This current
also argued that the structural transformations of the Brazilian
economy since 1964 had also brought changes in the employment
structure, major rural-urban migrations, etc. which led to a
temporary increase in inequalities, 2 mostly due to the fact the
labor supply’s profile of skills did not match the demand for
skilled labor, which was growing faster than the educational
system could keep up with. 23

The other argument presented by this current was that a fall
in the minimum wage bore no relation to a more unequal
distribution of income. One reason was that formal employment
relations apply to only one sector of the labor market, leaving
rural workers, urban occasional workers, the self-employed and
domestic servants outside the reach of wage policies. In addition,
though the minimum wage had fallen, the percentage of workers
earning the minimum wage had also decreased. 2¢

On the other side of the controversy, some economists held
that wage policies were directly responsible for the deterioration
of income distribution, since the wages of the unskilled and
semi-skilled urban workers were the ones hardest hit. 27 A variation
of this argument is that the combination of wage containment
policies with rapidly growing production (following 1967)
increased the companies’ profitability and made it possible to pay
higher wages to higher-ranking technicians. 28

23 Simonsen (1975, p. 19).
24 This is the Kuznets effect [Kuznets (1955)] used by Langoni (1973).
23 Langoni (1973).

26 Macedo (1976) . Macedo's article is reviewed by Bacha and Taylor (1977).
The authors show that the median wage is influenced by the minimum wage;
thus the latter is not irrelevant.

27 Fishlow (1972) e Hoffmann (1978, pp. 7-17).
28 Bacha (1975).
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The interpretation that compressions of wages had been a -
deliberate component of the government’s economic policy was
even supported by official publications and articles by authors’
identified with official positions. The Government Economic Action
Program, for example, by blaming institutional wage hikes above
the growth of productivity for the inflation it was trying to fight,
said between the lines that earlier governments had been too
benevolent in their administration os wage policies. 20

3 — The wage policy of december 1979
3.1 — The new principles

a) Adjustments were not to be made every six months;

b) Adjustments were linked to the variation of the national
consumer price index (INPC)30 of the six months preceding the
month of the readjustment; 31 ’

¢) . Adjustments came to be differentiated by wage strata,
in relation to the country's highest minirmum wage (MW); 32

d) The rate of growth of productivity was to be negotiated
between employers and employees during each professional category's
yearly bargaining session, and could not be passed on to prices.

20 Ministry of Plarming and ‘General Coordination (1965, p. 28).

20 - In practice, although a national INPC was never mentioned, this had been
done since 1966 when, to standardize criteria, the government began .to
publish 24 coefficients cvely month in order to calculate the average real
salary over the 24 months preceding the adjustment and, even more clearly,
following 1974, when it hegan the monthly publication of the rate of adjustment
of wages for the following month. The difference is that it never made
explicit what index was bein used, its methodology, etc. Indeed, the same can
be said of all the other components of the adjustment formula prior to
Law n.2 6.708.

81 In other words, wage carners recovered the peak wage acrned in the six

months preceding the adjustment, as opposed to the average real wage of the
twelve months preceding the adjustment. Actually, there is a two-month lag,
that is, the CPI for the adjustments to occur in November take into account
the cost-of-living indices from April to September.

82 Up.to 3 MW, 110% of the CPI; the 3-10 MW bracket would receive an
adjustment equal to the CPI and those receiveing more than 10 MW would
receive 809 of the CPIL. In the old wage policy, all wages in a given company
were readjusted at the same rate. The original proposal of the Labor Ministry
was that the third bracket would cover 10-20 MW and would receive 809,

of the CPIl, while the fourth — over 20 MW — would receive. 50% of the CPIL
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Our evaluation of the 1964/79 experience can shed some
light on the 1979 reorientation of wage policies. With rising
inflation and greater freedoms for the labor movement, several
unions had already won anticipated wage adjustments before the
expiration of their annual contracts.¥ The application of
adjustments on a semester basis to all wage earners was thus an
extension of a benefit already achieved by some. In addition, the
differentiation of raises by wage levels was aimed at ending the
previous tendency of a real decline in the minimum wage and an
increase of the lower wage levels far below that of higher wage
brackets. It remained to be seen how this would be done without
further contributing to the growing inflation rate. It would seem
that the policy makers' expectation was that the measure would
not be inflationary, since the cost of indexing salaries up to
three MW at 109, above the CPI would be taken out of the
upper wage brackets, thus maintaining the level of total labor
costs and the companies’ overall cost structure.

One frequent criticism of the previous wage policy was that
productivity growth rates were applied to all sectors and companies
indiscriminately, were considered to be very low and lacked an
explicit methodology for their calculation. By making them subject
to collective bargaining agreements. differences could be established
between sectors and companies without affecting inflation, since
this part of the raise could not be passed on to prices. It seems
to us that the expectation was that this would minimize the
importance of the methodological problem. In short, as an attempt
to cope with some of the tendencies that critics had attributed
to the previous policy, the new law held promise. It remained
to be seen to what extent the redistributive and antiinflationary
goals would be achieved and to what extent they would conflict
with each other. In addition, economic policy measures conceived
to achieve one result can generate elfects which compromise other
objectives and even the specific desired result.

3.2 — The redistributive impact

Even assuming no turnover problem 3% and effective price-control
measures, the law's redistributive impact is difficult to analyze,

83 This was the only ncgotiable part of the adjustment, and would guarantee
a rcnsonnl)ly similar reposition of wages for all sectors.

34 These anticipated adjustments were compensated for, that is discounted,
at cach ycarly hargaining session.

85 The possihility that companies which make intensive use of unskilled
lahor might adapt to the wage policy by increasing labor turnover. Sec, in
this respcct, Souza (1980).
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even when actually applied. It is true that the distribution of
wage income should improve, but this is not enough to say what
would happen to income distribution as a whole, whether we look

at it as functional income distribution (which would depend

on adjustments in employment, on the transfer of income from
small business and the behavior of other income sources not
affected by wage policies) or as personal income distribution (which
would depend on the impact of wage policies on the informal
sector, once again on the transfer of income from small business
and on the diminishing of higher wages) .

To evaluate the impact of the 1979 wage policy, if actually
applied, on the wage structure, we have simulated two alternatives
for continuous application of the wage policy through the year
2000, 2% on the basis of wage brackets established in relation to
the highest minimum wage prevailing in November 1980. The
alternatives are two hypothetical projections of inflation (both
optimistic) : in the {irst, the six-month CPI variation ending in
May 1981 is 809, and falls five percentage points in each of the
following semesters %7 until it hits 209, a rate which holds
constant through the following semesters until the year 2000;
the second aliernative is that the first INPC increase is 359,
falling five percentage points per semester until it hits 109,
and then remains constant through the year 2000. 38

A look at Tables 1 and 2 shows that:

1) The growth of wages in the lower brackets and the fall
of the higher wages is highly sensitive to the rates of variation of
the INPC. We could conclude that the growth of the lower
wages is directly proportional to the inflation rate, which
contradicts what is routinely taken to be the effect of inflation
on the lower wage groups. In any case, the increase of lower
wages and the compression of higher wage levels would reduce
the proportion between the two extremes from 50 to 41.25 already
in 1982, to 32.48 in 1985 and finally to 13.32 in the year 2000.
In the second bracket down to 19.69 MW in the year 2000.

Since the minimum wage used to establish the adjustment .
brackets is adjusted at a rate above the INPC, there is an expansion

36 We have no illusions as to the continuity of application of any given
wage policy over such 2 long term. This is simply onc mcans of illustrating
its cffects.

a7 May 81, 30%: Nov. 81, 25%,; May 82, 20%,; Nov. 82, 20%: May 83, 20%,.
clc., clc.

a8  May 81, 359; Nov. 81, 30%,: May 82, 25%; Nov. 82, 20%: May 83, 159,;
Nov. 83, 10%; May 84, 109, etc., etc. N
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Table 1

Simulation of the Real Wage Structure Produced by Application of
the Present Wage Policy Through the Year 2000, at Nov. 1980 Prices
(Alternative 1) *

.-

Waae Bracketa Period
in Relatian to
th~ Highest
Min. Wage
el'gg'%“' Nov, 1980 Nov, 1982 Nov. 1985 Nov. 1890 Nov. 1993 Nov. 2000
1 27838 6211.0 6335.1 81114 9301.0 113208
k] 17384.4 18231,0 20085.2 244018 28788.0 33087.4
5 239110 30107.2 3226311 a59174.1 40355 4 455.1@_‘_
7 405921.8 418%6.2 4RR40 8 47554.9 51049 2 A7118.4
10 87833.0 £0251.2 €1208.0 61922.4 00109.9 74483 3
12 a0195.8 a81711.¢ 70376.2 | 740235 784101 RISR4A
15 80912.0 £4163.7 §2501.4  B3178.1 | 8775058 g202s.0
17 %9109.6 g4100.2 00584,7 862355 92000,5 01774,0
20 115778,0 108000.0 '_102100,0 07873, ~ 08871,€ | 1065014
23 1331424 | 1238108 1149350 108511.8 105026,3 11331,8
LY 1447200  133726,3 | 122018.4 112270 5 100120,3 114974,2
30 173684.0 158402.8 1431980 | 126AA7.0 | 1193870 1215892.5
40 231552,0 2080253 183841.0 15854A9 2 130001,0 138108.8
50 299440.0 957857.0 293gA1,0 1842580 160417,8 | 150815,8
“CPI: May 81, 30%: Nov. 81, 259%: May 82 on, 20<%. Naes not include inczecase of

produstivity.

Table 2

Simulation of the Real Wage Structure Produced by Application of
the Present Wage Policy Through the Year 2000, at Nov. 1980 Prices
(Alternative 2) ®

Wage Bracketa Feriod
in Relation to
the Bighest
Min. Wage
ef Nov. Nov. 1980 Nav. 1982 Nev. 1985 Nov. 1880 Nov. 1895 Nov. 2000
1080
1 578% 8 a209.8 a879.2 7311.0 K|N01.4 £701.8
3 17364.4 188408.6 20037,7 21033.0 240140 .9 208275.4
L) 28911.0 30174.0 314wW.? 33510,7 28589,7 37863.4
? 40521 .8 42040 .4 43195 8 45088 .4 47168 .8 49441,3
10 57889.0 89112.5 ansa1.4 a2451.9 645333 6618, 2
19 ag1a5,8 [.LEILN ] a9016.2 71588 9 73007 4 75042.4
18 £6912.0 83017 R B280Q 4 824012 | 8129041 R5308.8
17 98400.8 | 269132,7 91503.2 f0533.8 89275 € €040¢,1
20 1157700 1082051 10+4554 | 1001671 082495 07977.6
25 1331424 | 122777 8 117407.8 1111468 | 1072212 105348, 2
28 1447200 ~ 1324924 | 1280123 118333,1 | 1132028 1103281
80 173861.0 158779.8 t 138290,1 1281A7,2 | - 122772,8
40 231539,0 2033841 192301, 2 1722310 | 1380938 14768078
50 299110,0 2510397 231071.2 208163.0 1970248 ]’9562.!__
*CPI: May 81, 35%; Nov. 81, 30%: May 879, 25%; Neav. 82, 20%; May 83, 15%: Nov. 83
on, 10%. lloes not inslude incramas of productivity.
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of the lower wage brackets. In other ivords, after a few adjustments,
ten MW represent much more than they did at the beginning.

On the other hand, since for each readjustment 11.5 MW is the
cut-off above which wages are adjusted at rates below the INPC,
there is a compression of wages in the intermediate bracket

(12-20 MW), which progressively drop into the lower brackets,
whose adjustment rates are greater, This fact leads to the
observations mentioned in points 3 and 4 below.

3) Applied over time, even wages above 15 MW will enjoy
real increases. This because the 11.5 MW cut-off for wages to be
readjusted at or above the CPI is static, held constant for all
adjustments. In the first simulation, wages equal to 15 MW in
November 1980 (Cr$ 8G,832.00) fall gradually until the May 1987
adjustment, at which point they have lost 5.29, in real terms,
but beginning with the next adjustment (November 1987) they
begin to grow until they reach Cr$ 92,925.00 in the year 2000,

again of 6.69%, in real terms in relation to their value in November
1980.

4) As a result of the effect observed in point 3, over the
long term the losses taken by salaries in the 17-20 MW bracket
in November 1980 would be negligible. In the forst simulation,

a wage earner making 20 MW in November 1980 would lose 2.99%,
yearly until November 1982, but the loss would fall to 0.42%

per year until the year 2000. Even the wages-earners located initially
in the 20-30 MW bracket would take small losses in annual ’
terms. Thus, if we include productivity increases in our calculations,
say 2.59%, per year, the real value of wages in the 20-30 MW
bracket in November of wages would be improved through the
growth of the lower wages (1-15 MW), the maintenance of the
intermediate wage leves (1530 MW) and a reduction of the
highest wages (above 30 MW).

The real degree of these wage increases would also depend on
other factors, among them:
a) the relation between the INPE and the inflation rate;

b) the weight given to some specific items, such as food
and transportation in the cost-of-living index.

Item a involves two aspects. The INPC, which is a national
average of cost-ofliving indices, may vary from other inflation
indices. Secondely, structural changes in the economy may not
have been reflected in the cost-of-living indices established by
out-of-date family budget surveys. 2°

80 This point was made by Sabdia (1980).
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In fact, although the causes are not very clear, such variations
seem to be taking place, 4 following the implementation of the
wage law.

One probable explanation, although only partial, lies in the
significant changes that have occurred on the economy's price
structure, changes that have not been picked up by the cost-of-living
indices because the family budget surveys which established these
indices’ weighting systems were carried out many years ago. 4!
Two items whose prices have risen disproportionately in recent
times are food and transportation. In a cost-of-living index drawn
up today, therefore the weight of these two items would be much
greater and, as a logical extension, the variations given by most
current cost-of-living indices do not actually reflect the cost of
living experience by the consumer.

Item b refers to the fact that even when the indices do reflect
the changes that have occurred in the price structure, the price
rises of some items covered by the cost-of-living index has different
weights depending on the income level of the consumers. 42 The
National Family Spending Study (ENDEF) carried out by the
IBGE for 1974/75 revealed that for up to 3.5 MW of expenses,
foods accounts for 509, of total spending; for the 10 to 15 MW
bracket, this item only accounts for about 209, of expenses and,
for the segment over 30 MW, only 6%, of the total. ¥ Thus, a
809, hike in food prices in general, if consumption habits do not
change, would mean a 159, increase in food expenses for the
first group, 6%, for the second and a mere 1.8%, for the highest
income group. This observation is of particular importance
considering the fact that food and public service prices have
systematically risen faster than the increase in the cost-of-living
index. 44

This and the preceding observations suggest that wage

adjustments at rates higher than the CPI are simply compensatory
and by no means represent a real 109, increase above the INPC.

40 Compare the INPC, for example, with the wholesale price index (domestic
availability) — total and toodstutls.

41 The most recent survey carried out by the IBGE was in 1975.
42 See Homem de Melo (1979).

4 However, the stratified cost-of-living indices, that is, each income bracket
with its own cost-of-living index, showed no significant variations over the
1971-79 period. Sce DIEESE (1979, p. 11).

€4 Compare the variations of the components of the cost-of-living index
published by Conjuntura Econdmica, for the period following 1977.
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3.3 — The impact on company payrolls

To discuss the inflationary impact of wage policies we must look
at the impact of the adjustments established by law on the payrolls
of companies. Sarlier studies have shown that this impact varies
according to the size of the establishments. 4© The government’s
RAIS study for 1976 shows that there is indeed a sharp decrease
in the share of lower wage-earners as the size of the establishment
increases. This decrease is accompanied by an increase in the
share of the second wage bracket (3-10 MW), which is also affected
by adjustments greater than the INPC. This softens the
differentiation of the impact of the wage adjustments. To measure
this impact, we have used the RAIS 1976 data to calculate the
average wages for each wage bracket. 1 Using these averages, then,
we calculated — for each wage bracket — the ratio between the
the rate of adjustment and the INPC, and finally pondered

each ratio by the share of each wage bracket in the total

payroll of companies grouped into different size categories.
The final results are shown in Table 3 and the intermediate
calculations on Tables 2 and 5, in the appendix.

Table 3

Wage Policy (Nov. 79 — Dec. 80): Impact of Wage Adjustments
on Payrolls (in Relation to INPC) by Size of Establishment —
Industry, Commerce, Services

Impact of Wage Adjustments on

Payrolls (in Relation to INPC)
Size of Establishment

(No. of Employees) Industry Commerce Services
Micro (0—5) 1,0697 1.0860 1,0739
Small (5-20) 1,0645 1,0718 1,0518
Medivm (20 - 250) 1,0454 1,0463 1,0306
Large (250--1000) 1,0326 1,0200 1,0197
Very Large (1000 or more) 1,0214 1,0409 1,0170

Total 1,0350 1,0540 1,0290

SOURCE: Raw dats, RAIS, 76: proccased dats, Tables 1 and 2 of appendizx.

45 Camargo (1980).

46 The averages were obtained by pondering the wage brackets presented in
the raw data by the weight of employment in cach size group, before aggregating
the companiecs by the size groups used in this study. In other words, using
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Table 3 indicates that there is in fact a greater impact on
the smaller establishments. 47 However the impact is not extremely
different from that obtaining in the larger establishments.43
With a 409, CPI, the payrolls of the smallest establishments would
rise, respectively, by 42.79%,, 43.449, and 42.96%, in industry,
commerce and services, while the corresponding adjustments for
the largest establishments would by, respectively, 40.869%,, 41.649,
and 40.689%,. In other words, the difference in the average rate
of adjustment for the two extreme size groups would be 1.939, for
industry, 1.89, for commerce and 2.289, in services.

It would seem that the impact is as differentiated by sector
as it is by size. This is even visible at the two-digit level. And
if we disaggregate the data to a threc-digit level, the effect is
even clearer. For example, while 55.06%, of exployees in the
pharmaceutical and veterinary industry earn less than 3 MW,
82.32%, of food industry workers, 41.03%, of financial institution
employees and 92.69%, of hotel und restaurant service workers
fall into this same wage bracket. This indicates that inter-sectoral
differences can often be even more significant than size differences.
To illustrate this possibility, we have classified the companies of the
clothing, footwear and softgoods sector and of the motor vehicles

the wage brackets from 3-4, 4-G, 6-8, 8-10, 10-20, 20-30 and 30 and more
MW, and weighting them by the employment in each size groups presented in
the raw data (less than 1 employece, 1.5, 5-10, 10-20, 20-50, 50-100, 100-250,
250-500, 500-1000, 1000 and morc employees), we were able to arrive at the
averages for the wage brackets from 0-3, 3-10, 10-20 and 20 and more MW in
each of the five size groups we have sclected. In the highest wage bracket
presented in the raw data (30 and more MW), we have assumecd that the
highest wage was 50 MW.

47 Since in all size groups there is a certain percentage of undeclared wages,
our procedure implicitly implies dividing the share of undcclared wages among
the wage brackets proportionally to the weight of each bracket. To the extent
that the undeclared wages fall into the higher wage brackets, the payroll
impact would be less than what is shown in Table 3. In other words, if we
assume that the sum of the share of cach bracket is not equal to the total,
the sum of our weights to calculate the average is differcnte from one. In
Table 4 of the appendix, we have calculated the impact placing the undeclared
wages in the highest wage bracket, for the sake of comparison. Table 3 thus
gives the maximum impact and Table 4 the minimum. Table 4 shows that
this procedure significantly changes the results. However, it is best to recall
that the shares of the highest wages brackets (20 or more) in the payrolls
become absurdly high, ranging from 82.4% to 41.5% in industry; 31.7%, to
62.9%, in commerce and 33.2% to 48.1% in services. These results scem to
indicate that not all undeclared wages fall into the highest wage bracket and
that the most recasonable procedure would be to divide the undeclared wages
proportionately among all wage brackets, when obtaining the wage averages.

48 Especially if we consider that wages are 2 small share of total costs.
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sector by size and calculated the impact of the wage policy on each
using the same method as in Table 3.

Table ¢4 shows that the impact of the wage policy is
differentiated at least as much by sector as it is by size. Depending
on the sector, the size differences are much less significant than
the sectoral difference. With a 40%, INPC, the smallest companies
in the clothing sector would have to increase their payrolls by
43.63%,, while the largest companies in the same sector would
see their payrolls grow by 42.989, (a difference of only 0.65%,).
Yet the adjustment for the largest companies in the motor vehicle
sector would be 40.86%, (2.12%, lower than the same sized
companies in the clothing sector). It should be explicitly noted
that, if this wage policy were actually applied in the long term,
and if the companies were unable to pass the adjustments on to
prices and/or make lower adjustments (through turnover), the
difference in impact between small and large employers and
between more and less labor-intensive sectors would be an incentive
for the adoption of increasingly capital-intensive technologies
requiring skilled labor, thus creating one more complicating factor
in the country's already discouraging prospects in terms of
employment generation,

Table 4
Wage Policy (Nov. 79 — Dec. 80): Impact of Wage Adjustments

on Payrolls (in Reclation to INPC) by Size of Establishment —
Clothing, Footwear and Softgoods and Motor Vehicles Sectors

Payroll Impact in Rolation to INPC
Siza of Establishment

(No. of Employees) Clothing, Footwear Motor

and Softgooda Vehicles

Micro (0—5) 1,0908 1,0400
Small (5—20) 1,0907 1,0526
Medium (20—250) 1,0774 1,0444
Large (250 —1000) 1,0676 1,0202
Vaiy Large {1000 or more) 1,0822 1,0185
Total 1,0748 1,0216

SBOURCE: Raw data, RAIS 76; processed data, Tablea 2 and 6 of appendix.
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3.4 — Regional cost-of-living differences and wage policies

If there continue to be systematic regional disparities — with
some metropolitan regions’ cost-of-living indices above and others
below the national INPC average — the wage adjustment process
will just as systematically grant adjustments above the cost-of-living
indices in some regions and below the same indices in others.

In this case, depending on the magnitude of the difference, even
the wages indexed by a 1,10 INPC coefficient may not be recovering
the purchasing power they have lost. And this phenomenon could
take on extremely negative connotations from the point of view

of regional imbalances, if the fastest rising cost-of-living indices
were precisely those of the less developed regions, where wages

are lowest.

Table 5 shows that Fortaleza and Sio Paulo's cost-of-living
indices were systematically lower than the national INPC; thus
the wage adjustments for the lower wage brackets were always
above the cost-of-living index. Recife, Belo Horizonte and Rio de
Janeiro, on the other hand, had cost-of-living increases systematically
higher than the CPl. For them, even the wages adjusted by 1109,

Table 5

CPI and 6-Month Cost-of-Living Indices in Some Metropolitan Areas
— Nov. 79 — Sept. 80

1094 1180

Nov. Dee. Jan. Feb. Mar. Apr. May. Jun.  Jul. Agoe. Sep.

INPC 260, 28,2 33,2 387 408 39¢€ 377 370 388 344 1374
Belém 237 9284 351 3a2 23¢.0 1391 4068 20,2 337 3048 303
Fortalezn 253 9257 301 388 Aac A 398 37,7 391 382 357 323
TRecile 253 309 360 408 47,5 478 438 374 375 384 338
B. Hariiante 28.0 310 400 438 46,3 42,7 404 379 330 325 2343
R. Janeira 27,7 300 350 414 448 43,7 40C 383 3¢5 3684 332
S8c Paula 252 9242 285 342 351 343 340 364 3764 336 337
Fnlvader 240 20,8 353 42,2 414 410 3723 343 318 259 298
Cuaritiba 324 33,1 413 435 421 37,7 308 922 9692 300 3240
Peorta Alegra 28,9 303 370 39,7 43,1 4921 391 345 319 370 3%4
Ernaflla 250 99,0 264 148 502 378 402 430 4992 308 358

SOURCE: 1BQE.

40 Some regions not included in the national INPC calculations have had
cost-of-living indices much higher than the INPC. In Manaus, for example,
the six-month cost-of-living variations from November 1979 to Septcmber 1980
were, respectively: 30.1, 29.9, 32.8, 38.5, 43.8, 42.9, 43.1, 51.2, 53.2 and 52.8.
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of the INPC in some cases took real losses. 4© Nevertheless, there
seem to have been metropolitan regions that gained and others
that lost both in the richer and in the poorer regions.

4 — The new wage policy
4.1 — Introduction

Less than a year after the December 1979 wage policy came into
effect, the government sent a bill to Congress to modify it. &
While maintaining all the principles of the previous policy, it
modified the structure of the wage brackets (in relation to the
highest minimum wage) on which the various INPC coefficients
are applied:

Up to 3 MW — 1109, of the INPC
3 — 10 MW — 1009, of the INPC
10 — 15 MW — 809, of the INPC
15 — 20 MW — 509, of the INPC

Over 20 MW — adjustment to be negotiated between
employer and employees. 5

According to the government’s economic policy makers, one
justification for the proposal was based on the high turnover rate
occurring among highly skilled workers. This justification,
however, does not seem to be true, since if one of the objectives
of both the present wage policy and its predecessor is to contain
in the turnover of highly skilled labor would be right on target.

Another more significant justification refers to the impact
of the wage policy on the state-owned companies’ payrolls and, in
a broader sense, to the conflict between anti-inflation and wage
policies in terms of the largest state-owned companies.

Stated-owned companies occupy a leading role in the Brazilian
economy and predominate in several key sectors among them basic
inputs and the energy industry. As part of the government's
antiinflation policies, policy makers have gove beyong traditional
measures (credit, government spending, monetary emissions, etc.)

60 This proposal, an Exzcutive Order, was approved by the fact that Congress
had not been ahle to vote on it within the established time limit, shortly
before the end of the legislative scssion of 1980.

61 1In other words, for those carning more than 15 MW in November 1980
there was no change in the wage policy.
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to using public companies as instruments in the fight against
inflation (due to their leading role in the economy). In a general
attempt to limit these companies’ expansion stricter controls were
placed on their investments and prices. But, dependind on the
stiffness of the price controls, there came to be a gap between the
nominal growth of their revenues and of their labor costs, with
negative effects on the companies’ profitability. Since these
companies have a high percentage of their employees in the upper
wage brackets and, moreover, since the specific objective of the
wage policy is to grant higher raises to the lower wage brackets,
the profitability problem could be reconciled — that is, total labor
costs could be contained — by means of an even more drastic
containment of the higher wages. This seems to be a plausible
explanation; however it is hard to say to what extent it was a
determining factor. The compression of higher wages has now
become much more drastic. To give an idea of just how fast they
are to be compressed, suffice it to saw that in just the first two
years (through November 1982) the losses range from 6.3%, for
the 17 MW bracket, to 40.49, for the 50 MW bracket (with a
higher INPC at the beginning of the period, which is the alternative
closest to reality).

Real wage losses in the 15-20 MW bracket would run between
3-59, per year at the beginning, but would decrease as these wages
dropeed into lower brackets, to between 0.2-1%,. These losses
would therefore be compensated by the inclusion of productivity
increases. This compensation would be only partial for the 20-26 MW
bracket and barely significant for the higher wage brackets, given
the magnitude of the losses.

4.2 — The redistributive impact

The same observations made ‘in item 3.2 still hold for the new
law, in reference to the difficulty of determining the redistributive
impact in a general sense. It is easier to try to determine the
results in terms of the wage structure, if the new wage policy is
applied continuously over a long period of time. We have therefore
simulated its application through the year 2000, using the same
procedures as in item 3.2. The real salaries resulting from this
exercise are shown in Tables 6 and 7.

These tables show the continuing validity of our earlier
observation, that the incrcase of the lower wages and the decline
of the higher wages are highly sensitive to variations in the CPI.
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Table 6

Simulation of the Real Wage Structure Produced by Application of
the New Wage Policy Through the Year 2000, at Nov. 1980 Prices
(Alternative 1) *

Wage Brackeis Periad
in Relatien ta
the Highest
Min. Wage
ol Nav. Nov. 1080 Nov. 1082 Nov. 1085 Nov. 1880 Nav. 1905 Nov. 2000
14980
17 98400,6 92700,0 R6218,7 86123,1 90075.1 05240.5
20 118778,0 104326,9 97883,3 044205 98411,8 101571,0
23 1331424 113860,2 103731 .4 08800.0 €9382,2 104337,1
25 144720.0 116411 8 1070073 100774,2 10083%,5 105703,0
30 173664,0 131794,0 113980,0 105030,5 103971,0 108216,0
40 231552,0 1508532 5 125014 8 111018,8 108236,0 1114773
B0 289440,0 1812710 134078.3 115378,7 1113438 113706,0

“CPl: May 81, 30%: Nav. 81, 25%: May 82 an, 209 doas not include increnss of productivity.
Up 10 15 MW, yesl wages are the aame 2s in Table 1.

Table 7

Simulation of the Real Wage Structure Produced by Application of
the New Wage Policy Through the Year 2000, at Nov. 1980 Prices
(Alternative 2) *

Wage Renskets Pariad
in Ralation ta
the BHigheat
Min, Wage
of Nov. Nov. 1080 Nov. 1882 Nov. 1985 Nav. 1990 Nav, 1005 Nov. 2000
1980
17 98400,8 022975 00284,1 88£48,1 a84140,7 RORBL,0
20 115778.0 1032848.8 a93C k.2 OB8NR3.4 146829 €44900,7
23 133142 4 1121411 105904,8 1012K4.8 Q8088 9 R4Q3,Q
25 144720.0 117204 4 1087104 103€80,9 101254 8 1003814
aa 173484 0 128E89 6 117048, 1 100387,3 105756.,6 104122,1
a 231589,0 1505782 131372,1 117817,0 1122740 100512 8
&0 289140,0 172560 8 143244.8 124748 8 116072 4 1124682 8

*CPI: May 81, 35%: Nov. 81, 30%: May 82, 25%: Nav. 82, 20%: May 83, 15%; Nav, 83 an,
10%. Noe» nat include increase ol praductivity
Tp ta 18 MW (Nav. 80), real wages are the same as Table 2.
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4.3 — The impact of payrolls

We have adopted the same procedure as in item 3.3 to determine
the differential impact of the new wage policy by size and by
sector, using the 1976 RAIS data. The final results are shown
in Table 8, and the intermediate calculations in Table 3 of the
appendix. These calculations are simply an approximation, since
the 1976 RA1S data we have used 5° aggregate wages between

10 and 20 MW in a single stratum. For our calculations we placed
2/3 of this stratum in the 10-15 MW group of total employees in
each size category, and the other third in the 1520 MW group.

Table 8 shows that the effects of the new wage policy, as
were those of the previous policy, are felt strongest by the payrolls
of the smaller firms. With the CPI at 409, the payrolls of the
smallest establishments would be adjusted, respectively, by 41.929,
43.19%, and 43.3859%, in industry, commerce and services, while
in the largest establishments the respective adjustments would be,
respectively, 39.589, 41.03%, and 30.389%,. The new wage policy
produces differences in impact on the same order of magnitude
between the smallest and largest establishments (previously, the
differences in average wage adjustments varied between 1.8%, and
2.39%,; they now vary from 2.29, in commerce to 2.89%, in services) .
The difference lies in the fact that the new wage policy makes
the salary adjustments — both as a total (industry, commerce and
services together) and for all the medium to large companies
— lower than the CPI.

Comparing Table 8 to Table 3, we find that the new wage
policy will have very little effect on the magnitude of average
adjustments in comparison to its predecessor, at least if we lood
at the aggregate data. ® And it is not hard to see why. Bot the
smallest and the largest establishments have 909, of their employees
in the first two wage brackets (0-3 MW and 3-10 MW). Since
these are precisely the brackets granted adjustments above the
INPGC, the results for each category should not differ drastically.

As was mentioned in reference to the previous wage palicy,
intersectoral differences under the new wage policy can often be
greater than the differentiation by size of establishments. Using
the same procedures as in item 3.3, we have calculated the new
policy’s impact on the payrolls of the clothing, footwear and
softgoods sector and of the motor vehicles sector.

52 Ministry of Labor (1980a).
83 For the largest companies which make intensive use of highly skilled labor,
the situation may be different.
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Table 8

New Wage Policy: Impact of Wage Adjustments on Payrolls (in
Relation to CPI) by Size of Establishment — Industry, Commerce,
Services

Payroll Impnct in Relation to CPI
Size of Establishment

(No. of Employees) Industry Commerce Services

Miecro (0-5) 1,0481 1,0797 1,0587
Small (5-20) 1,0439 1,0606 1,0099
Medium (20 - 230) 1,0092 1,0158 0.9892
Large (250—1000) 0,9823 0,9490 0,9598
Very Large (1000 or more) 0,9656 1,0023 0,9651
Total 1,9895 1,0259 0,9845

SOURCE: Raw data, RAIS 78; processed datn, Table 1 and 3 of appendix.

Table 9, as did Table 4, indicates that the difference in
impact by size is less significant than the sectoral differentiation,
especially for the large and very large establishments. By the same
token, a comparison between the results of Tables 4 and 9 shows
that the new wage policy will make very little difference in the
total magnitude of average adjustments in comparison to the
previous policy — whether by sector or by size of establishment.

As for the drastic compression of higher wages which could
result from the new wage policy, we should consider the following
points:

a) Private companies will hardly be able to diminish the
wages of their workers whose skills are scarce on the market. As
for non-scarce skilled labor, through a growth in the turnover rate.
The new wage policy will therefore be of greater relevance for
public companies, which have a sector of employees whose wages
would be lower if they were not set institutionally.

b) If a drastic and generalized compression of higher wages
were actually implemented as a medium — and long-range policy
measure, this could seriously discourage the formation of human
resources.

c) The compression of the highest wage levels, in the form
described in item b, would undoubtedly lead the most specialized
sectors of the labor to organize in defense of their interests
through unions, the media, etc.
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Table 9

New Wage Policy: Impact of Wage Adjustments on Payrolls (in
Relation to INPC) by Size of Establishment — Clothing, Footwear
and Softgoods and Motor Vehicles Sector

P I i ion to CPI
Size of Establishment ayroll Impact in Relation

(No. of Employees) Clothing, Footwear Motor

and Softgoods Vehicles

Micro (0—5) 1,0845 0,9972
Small (5 - 20) 1,0888 1,0282
Medium (20 --250) 1,0651 1,0132
Large (250 —-1000) 1,0459 0,9639
Very large (1000 or more) 1,0412 0,9712
Total 1,0597 0,9746

SOURCE: raw dntn, RAIX 78; proecessed data, Tahles 3 nnd 6 of nppendix.

5 — Final considerations

While it is not possible to precisely determine the redistributive
effects of wage policies, they can certainly bring a more equal
distribution of wage income, when applied over the long term.
This redistributive effect would take place without wages
contributing to inflation, since the inflationary impact of the
present policy is very reduced. At the same time, the fact that
adjustments take place every six months makes it very difficult for
wage policies to be used, as they seem to have been in the past,
as an easy road to containing inflation.

For the redistributive effects to take hold, however, a more
comprehensive approach must be adopted, going beyond the scope
of wage policies to broader changes required for the attainment
of overall income redistribution:

a) heavier taxation of non-wage earnings above a certain
level;

b) measures to inhibit the turnover of the labor force as a
means of getting around the wage law;

c) economic measures to guarantee lower food prices;

d) updating of family budget surveys, in order to assure
that cost-of-living indices reflect structural changes in the economy;
e) regionalization of the consumer price index used as a
basis for wage adjustments, in order to minimize the difference
between local price indices and those used for wage adjustments.
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& Appendix
Table 1

Brasil: Percentage of Each Wage Group (in Relation to Highest Minimum Wage) by
Size of Establlishment

Sector of the Economy

Ind Commerce (%) Services
_Size of Estab- ustry (%) % (%)
lishment (by n.c Wage Brackets Wage Brackets Wage Brackets
of Employees)
20 or 20 or 20 or
0—3 3—10 10—20 More 0—3 3—10 10—20 More 0—3 3—10 10—20 More
Micro (0—5) 89,04 7,85 0,67 0,34 92,66 5,05 0,26 0,08 90,14 6,74 0,69 0,22
Small (5—20) 8422 11,68 104 039 855 977 087 021 7865 1463 207 0,53

Medium (20—250) 77,37 1592 209 087 7430 1734 226 0,76 69,28 20,75 368 124
Large (250—100) 7223 1912 38 141 7200 1624 310 1,8 6968 1944 421 1,87

Very Large (1000
or More) 59,18 30,71 4,58 2,08 70,63 14,66 2,28 1,00 56,563 31,18 6,12 2,14

Total 72,03 20,13 2,84 1,28 8072 1268 1,56 058 6988 2054 378 1,35

SOURCE OF RAW DATA: RAIS 76.
OBS.: Totals are nat equa! ta 100% bhecanse for n!! size groupa thera ia a percentage of undeclared snlaries.
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Table 2a

Average Wages (in Multiples of Highest Minimum Wage) and the Ratio Between Rate of Adjustment|
INPC, to Discern Impact of Wage Adjustments on Payrolls — by Size of Establishment

Ratio Between Adjustment Rate/CP1
Average for Each Wage Bracket in Multiples

Sector and Size of Wage in of MW
Establishment M;.lltip%s
of M
03 3-10 10-20 4% 0—3 3-10 102
Industry
Micro (0—5) 1,581 5,027 15,0 31,094 3,090 1,10 1,0597 0,9533 0,8740
Smal) (5—20) l 200 4,632 15,0 31,716 1,757 1,10 1,0648 0,9533 0,8725
Medium (20—250) 1,380 4,748 15,0 31,118 2,048 1,10 1, 0632 0,9533 0,8739
Large (250—1000) 1 504 4,977 15,0 31,120 2,639 1,10 1,0603 0,9533 0,8739
Very large (1000 or
more) 1,607 5,065 15,0 31,246 3,135 1,10 1,0592 0,9533 0,8736
Cloth., Foot., Softg. 1,795 5,071 15,0 30,986 4 ,092 1,10 1,0392 0,9533 0,8742
Micro 1,339 4,824 15,0 31,5622 b 733 1,10 1,0622 0,9533 0,9730
Small 1,281 4 389 15,0 31,667 1,4333 1,10 1,0684 0,9533 0,8726
Medium 1,288 4 557 15,0 29,286 1,482 1,10 1,0658 0,9533 0.8785
Large 1,332 4, 814 15,0 31,900 1, 698 1,10 1,0623 0,9533 0,8721
Very Large 1314 4873 150 31087 L1772 110 10616 09533  0,8740
1,488 4,978 15 0 31,071 2,150 1,10 1,0603 0,9533 0,8740
Motor Vehicles 1 918 5,003 15,0 30,545 4,683 l 10 1 0589 0,9533 0,8753
Micro 1,126 4,959 15 0 32,017 2 141 l, 10 1,0605 0,9533 0,8718
Small 1,524 4,680 15, 0 30,611 2, 589 1,10 1,0641 0,9533 0,8751
Medium 1,951 4,940 15 0 30,579 3,366 1,10 1,0607 0,9533 0,8752
Large 1, 858 5 173 15 0 30,617 4 140 1,10 1,0580 0,9533 0,8751
Very Large 2,086 5,100 15,0 30,500 5 287 1,10 1,0588 0,9533 0,8754




® Table 2b
Average Wages (in Mulliples of Highest Minimum Wage) and the Ralio Between Rale of Adjustment|
INPCG, to Discern Impact of Wage Adjustments on Payrolls — by Size of Establishment

Ratio Between Adjustment Rate/CPI

Average Per Wage Bracket Average For Each Wage Bracket in
Sector and Size of (in Multiples of MW) Wage in Multiples of MW
Establishment M;ll;\iip‘;ve.s
o

0-3 3-10 10-20 20°r ‘ 0-3  3-10 10-20
Commerce 1,384 4,920 15,0 30,948 2,255 1,10 1,0610 0,9533 0,8743
Micro 1,204 4,653 15,0 31,818 1,443 1,10 1,0645 0,9533 0,8723
Small 1,336 4814 15,0 30,000 1,874 1,10 1,0623 0.9533 0,8767
Medium 1,487 4,986 15,0 30,625 2,685 1,10 1,0602 0,9533 0,8751
Large 1,513 5,094 15,0 32,063 3,195 1,10 1,0589 0,9533 0,8717
Very Large 1,571 5,060 15,0 29,950 2,815 1,10 1,0593 0,9533 0,8768
Services 1,535 5,201 15,0 30,667 3,267 1,10 1,0577 0,9533 0,8750
Miero 1,270 4,694 15,0 32,059 1,672 1,10 1,0639 0,9533 0,8717
Small 1,411 5,095 15,0 30,346 2,427 1,10 1,0389 0,9533 0,8758
Medium 1,518 5,256 15,0 30.650 3,238 1,10 1,0571 0,9533 0,8751
Large 1,573 5,101 15,0 31,088 3,485 1,10 1,0578 0,9533 0,8740
Very Large 1,819 5.209 15,0 30,537 4,401 1,10 1,0576 0,9533 0,8753

SOURCE OF ORIGINAL DATA: RAIS 76.
ONS: a) The average were ohtained hy weighting each braecket in the raw data by the share in emplayment of each aize group; the establishments
wera the aggregated in the five size groups used in this study.

b) Maximum wage in the higheat wage hracket: S50 MW,
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Table 3a

Average Wages (in Multiples of Highest Minimum Wage) and the Ratio Between Ratle of Adjustment|/
INPC, to Discern Impact of Wage Adjustments on Payrolls — by Size of Establishment

Averoge Per %, of Payroll
Wage Bracket Share cf Adjustment/CPI per Wage
(in Multiples Employment of per Wage Bracket Bracket
Sector and Size of of MW)* Size Groups** (x MW)* (x MW)
Establishment
10—15 15—20 10—15 15-20 10-15 15-20 20°T 10153  15—20
- - - —‘ More 2
Industiy 12,5%* 17,2%% 1,89 0,95 0,984*** 0,8886*** 0,3403 7,65 5,38
Micro (0—5) 0,45 0,22 0,5297 3,20 2,19
Small (3—20) 0,69 0,35 0,5399 4,21 2,99
Medium (20— 250) 1,39 0,70 0,5398 6,58 4,74
Large (250— 1.000) 1,90 0,95 0,5377 7,58 5,30
Very Large (1.000 or More) 3,05 1,53 0,5422 9,32 6,54
Cloth., Foot., Softg. 12,5% 17,5*** 0,44 0,22  0,984** 0,8886***  0,5330 3,17 2,22
Micio (0--8) 0,07 0,03 0,5305 0,61 0,37
Small 0,13 0,06 0,5337 1,10 071
Medium 0,37 0,19 0,5267 2,72 1,96
Large 0,57 0,28 0,5404 4,02 2,77
Very Large 0,95 0,48 0,5407 5,52 301
Motor Vehicles 12,5%% 17,5%* 3,78 1,89 0,984*** 0,8886*** 0,5500 10,09 7,06
Micro 1,33 0,66 0,5247 7,77 5,40
Small 1,45 0,73 0,5488 7,00 4,93
Medium 2,09 1,04 0,5494 7,76 5,43
Largo 1,29 1,64 0,5487 9,03 6,93
Very Large 4,43 2,22 0,5508 10,47 7,35




Table 3b

Avctage Wages (in Multiples of Highest Minimum Wage) and the Ratio Between Rate of Adjustment|
INPC, to Discern Impact of Wage Adjustments on Payrolis — by Size of Establishment

9, of Pay rall

Average Per
Wage Bracket Sharn of Adjustment/CPI per Wage
(in Multiples Employment cf per Wage Bracket TFracket

Seator and Size of of MW)* Size Groups** (x Mw)* (x MW}
Fstablishment =

10—15 15—20 10—15 15—30 10—1§ 15-20 20°0r 10—15  15—20

More
Commerce 12,5  17,5% 1,04 0,52 0,984**" 0,8886*** 0,5428 577 4,04
Micre 0,17 0,09 0,5280 1,47 1,09
Small 0,58 0,29 0,5600 3,87 2,71
Medium 1,51 0,75 0,5456 7,03 4,89
Large 2,07 1,03 0,5240 8,10 5.64
Very Taige 1,52 0,76 0,5609 6,75 4,73
Services 12,5+  17,5% 2,52 1,26 0,984*** 0,8386**  0,5478 9,64 6.75
Mirra 0,46 0,23 0,5240 3,44 2,41
Smal) 1,38 0,69 0,5538 7,11 4,93
Medicm 2,45 1,23 0,5487 9,46 6,65
Large 2,81 1,40 0,540 10,08 7,03
Very Large 4,08 2,04 0,5502 11,59 8.11

SOURCE OF ORIGINAL DATA: RAIS f6.

“Ror ather wage heacheds, sce Todlr 2 of thiz sppendir.

**Tte ahares ¢f ather wnge brackele nre given in Tatle 1 af this nppead <
*"*Vnlnea nve nqual for all mize groupe, Aue 1o nggyegntion nf original datn



Table 4

Minimum Impact * of Wage Adjustments on Payrolls (in Relation
lo INPC), by Size of Establishment and by Seclors

Payroll Impact of Wage Adjustments

Size of Establishment 1070 W, Pol; i
(No. o Brep) 7 nge Policy New Wage Policy
Industry Commerce Services Industry Commerce Services
Miero (0—5) 1,0145 1,0208 1,0128 0,030 09112 0,8968
Small (5—20) 1,0085 0,0085 0,9903 0,8951 0,8722 0,8010
Medium (20— 250) 00014 0,0792 0,0786 0,8007 0,8319 Q,8407
Large (250—1000) 0,9827 0,0573 09745 0.8420 0,7685 0,8287
Very Large
{ 1000 or more) 0,6002 0,9460 0,9850 08751 0,7461 0.8707
Total 0,9900 0,0837 00822 0,8630 0,8365 0,8508

OURCE OF RAW DATA: RAIS 76! procesacd dnta, Tahlea 1, 2 and 3 of this nppendix.
Assuming that thc pereentage of undcelared wages nll fall into the highcst wage bracket.

Table 5

Brazil — 1976 Wage Brackels' Percentage Participation in Payrolls
(in Multiples of Highest Minimum Wage)

Percentaga Share of Pnyrolls Corresponding to
Scctor snd Size of Establishmonts Eoeh Wngo Bracket (in Multiples of Highest MW)
(by Na. of Employces)

20 ar Sum of

=3 10 10—20 More Shares*

Industry 36,85 32,75 13,70 12,588 00,27
Miero {0—5) @5,37 20,70 572 6,14 07,93
Small (6—20) 56,75 27,08 7,82 5,03 97,38
Medium (20—250) 44,09 30.02 11,88 10,26 96,25
Large (250—1.000) 37,03 30,80 13,64 14,05 05,81
Very large (1000 or more) 25,08 38,08 16,79 15,88 06,60

Cloth., Foot, Softg. 08,88 17,54 571 4,18 06,31
Miera 84,32 1097 1,05 1,77 08,11
Small 80,26 14,51 1.92 0,59 07,28
Medium 69,82 12,05 4,95 3,38 96,10
Large 05,17 16,64 7.20 6,14 03,15
Vory Larga 60,03 22,00 9,98 6,07 98,08

Motar Vehielea 19,35 46,50 18,16 13,76 97,86

iora 43,80 28,91 13,94 11,06 08,07
Small 45,50 32,00 12,63 7.21 08,33
Mecdium 40,70 33,29 13,05 0,09 07,03
Large 28,05 35.96 17,86 16,57 08,44
Very Large 14,20 51,04 18,87 13.85 07,08

Cemmerce 490,54 27 .67 10,38 7.96 5,55
Micra 77,31 16,28 2,70 1,76 08,05
Smnll 60,08 25,10 6,96 336 06,40
Medium 41,15 32,20 12,63 8,67 94,65
Lavrge 34,10 25,89 14,55 18,67 93,21
Very Large 390,42 24,35 12,15 10,64 88,56

Scrvicea 32,83 3270 17,36 12,67 05,56
Micro 68,47 18,02 6,19 4,22 97,80
Small 4573 30,71 12,79 8,63 05,88
Medium 32,48 33,08 17,05 1173 04,04
Large 31,45 28,96 18,12 16,68 95,21
Very Torge 23,36 36,90 20,86 14,85 05,97

SQURCE OF RAW DATA: RAIS 76; proccased datn: Tables 1 and 2 of this appendix.
® The sum is lesa than 100% due ta the prescnce of undeclared wages.
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Table 6

Brazil — 1976 — Percentage Share of Employment in Each Wage Bracket (in Relation to Highest Minimum
Wage) for the Clothing, Footwear and Softgoods Sector and for the Motor Vehicles Sector)

Size of Estahlishment

Clcthing, Faotwear, Softgoods

Motor Vehicles

Wage Brackets in Rel.

Wage Brackets in Rel.

to Minimum Wage

(N.s of Emp.) to Minimum Wage Absol. Absol.
- N.° of N.¢ of

_ _ _ 20 or Employ (%) _ _ _ 20 or Employ (%)

0-3 3—-10 10-20 More ° 0-3 3-10 10-30 More °
Micro (0-5) 94,32 3,58 0,10 0,08 13562 83,40 12,48 1,99 0,80 2107
(4,74 (0,65)
Small (5—20) 92,35 472 0.19 0,03 39053 7729 1825 2,18 0,61 7785
(13,66) ( 2,40)
Medium (20 - 250) 89,00 6,33 0,56 0,18 133659 70,21 22,08 3,13 1,00 48476
(46,77) (14,92)
Large (250--1000) 87,89 6,05 0,85 0,35 65750 62,49 28,78 3,93 2,24 60074
(23,00) (18,49)
Very Large (1000) or More 86,73 9,50 1,43 0,42 33799 35,49 52,91 6,65 2,40 206509
(11,83) (63,54)
Total 89,15 6,30 0,66 0,23 285823 324951
(100,0) 47,25 42,84 5,67 2,11 (100,0)

SOURCE: RAIS 78,
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Inflation and relative prices:
the Brazilian experience, 1970/79 *

Adroaldo Moura da Silva **
Décio K. Kadota **

1 — Introduction

In this paper we present a few measures of inflation, output
growth and relative prices dispersion regarding the Brazilian
experience in the 1970/79 period. We neither intend to propound

a new theory to explain observed events, nor analytically and
strictly establish procedures to distinguish between the causes and
effects of inflationary process. Rather, ours is an empirical and
descriptive analysis. In the first place, based on behaviour of output
growth and of industrial sector prices, we shall try to define

the several stages comprised by the cyclic trends of Brazilian
economy.

We shall then analyze the behaviour of inflation rates and
of relative prices. Under this head we show that there is a pasitive
association between the measures of inflation rates and of their
variability, as well as between both these measures and dispersion
of relative price changes. Secondly, we will demonstrate the
assymetric behaviour of relative price changes. The measure
indicates price changes distribution skewed to the right, that is,
price increases for most products comprised by the general index
remain lower than general index growth in the 1971/79 period.
Thirdly, we shall also show a differentiated systematica behaviour
evidenced by variation of relative prices in price sub-groups within
the general index. These measures particularly refer to the crice

® We thank JoSa Sayad for his helpful suggestions and Luis Antonio Amarante
for suggesting and carrying-out statistical tests of profile analyses.

®¢ Sio Paulo State University.
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of farm produce and industrial products, and to price sub-groups
within the industrial sector itself.

2 — Short-term and output variations

The implications of monetarist theories on fluctuations and on
short-term interdependence between inflation and output growth
must be explained, so as to provide a norm for a clearer
understanding of the Brazilian experience.

Diagram 1 shows the short-term oscillations of inflation (P)
and of output growth (Y), which are consistent with orthodox
theories on inflation. On the upper half of Diagram 1 we see on
plane (p, y) the course taken by y and by p impelled by the
impact of demand, while everything else remains constant. On the
lower half, we see the course in time of y and p, which is consistent
with the adjustment process shown on plane (y, p). This type
of formulation can be found in the works of Friedman (1977) and
Almonacid (1971). As shown by Diagram 1, provided a natural
rate of growth and from the point of departure of a stable
inflation (or stable prices), any nominal income rise based on
economic policies will be distributed between a higher rate of
output growth and an increase of inflation rates. In Stage I, due
to the gap between observed and expected inflation, growth
derives from the fall of real wages and from the expansion of
the real money supply. In Stage II, output growth falls and the
inflationary spiral starts to show lower rates of increase as expected
inflation converges towards observed inflation, thus ushering in
a reversal of the real wage decrease process, on the one hand,
and of the lower real money supply, on the other.

In Stage III, as a result of wage demands, additionally to
a rise in prices that counterbalances accured wage losses from
Stages I and II and to the need for a decrease of the real stock
of money to a level consistent with the new inflationary conditions,
output starts to grow at rates lower than the natural growth rate,
and inflation starts to recede.

In Stage IV, the recovery process begins and inflation either
becomes stable or decreases; the liquidity crisis from Stage III
gives way to a milder liquidity condition and real wage escalation
is checked by a low level of economic activity. ! All in all,

1 This short explanation is not intended to advance all monetarist arguments.
It can be scen, however, that if initial expansion is based on a steady, say,
5 to 109, growth of money supply, inflation shall of course be higher than
that observed at the point of departure in Stage I.
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Diagram 1
MONETARIST MODEL. SHORT-TERM INTERDEPENDENCE
BETWEEN INFLATION AND OUTPUT GROWTH

Yo 180 ~a r<o N\, r>o <o / 1




Diagram 1 contains the basic lessons of monetarist logic: an
oulput growth in excess ol natural rate that results from the
management of aggregate demand (Stages I and II), is but a
temporary event that occurs at the expense of futurc growth
{Stages IIT and 1V). The actual wrade-off, therefore, is rather
between a higher growth ratc today and a Iower rate in the future,
than between inflation and unemployment, as taught by theories
associated with the “Phillips Curve”, which not always censider
the expectations adjustment proccss. 2 According to this [ormulation,
redisiributive effects arising from adjustment processes {ail short
of significantly altering the mechanisms which lead towards an
original equilibrinm

Let us now see whether or not this lesson will provide a clear
understanding of the Brazilian experience. Once we establish
that the country’s recent inflationary events predominantly relate
1o costs, we will be able to demonstrate that the behaviour of

y and p in Brazil fails to conform with at least some siages of
the monetarist model.

With this in mind we draflted Diagram 2, comprising the
industrial sector (manufacture) growth rate and the rate of
inflation assessments based on indusirial sector prices.® The

diagram’s upper hall vegisters the first differences of « and $,
respectively.

It must be noted that during the sampling period — 1972 to
1978 — three dilferent surges of inflation escalation were recorded
— 1974, 1975/76 and 1978/%9 — as well as three dilferent cycles
of industrial growth slowdown. Is is quitc clear that therc exists
an upward drift of the inflation oscillations and that there is a
downward trend of output growth.

By observing such movements on a monthly basis we can
verify the extent to which they fit the above model. No one of
course expects that Brazilian cvents could precisely mirror the
orthodox pattern described above in all its dctails, as shown in
Diagram 1. In the case of output growth rate is dilficult to

2 In this type of model, the ncgative correlation (positive) between inflation
tates and unemployment (oulpur wariation) occurs in face of a given inflation
rate expeciatian, Hewever, in the adjustment dynamics employed ta adjust
expectatians, (he carrelation betsween intlaticn rares and output depends on
the cycle’s stge. As shown in the lower half of Diagram 1, correlations arc

positive in Srages T and 11, whereas they're negative in Stages 1T and IV,

2 Inflation rales (p) and output grawth rate (y} ave defined as 12.manth

averages, that is, ¢ value in !/ is given by variation of price outputs rate

averages assessed for the ¢-)1 te 1 and 112 periods, and similarly for the
value af y in £
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pinpoint timely the precise moment at which alterations of rate
behaviour took place.

However, when classifying stages according to the movements
of inflation rates — which are relatively more stable — we see
that except for Stage II, the output variation rate shows a profile
that is almost consistent with that seen in Figure I. It can also be
noted that the values of p and y correlation coefficients (lower
half of Diagram 2) for the several adjustment phases also conform
with those forecast by the monetarist model.

For comparison purposes, the sampling period was thus
classified as follows:

a) Stage I: p and y drifts observed between 1972 and
1973, between September 1975 and June 1976 and, during 1978,
mostly follow those of the orthodox model's Stage I;

b) Stage III: p and y oscilations observed between October
1974 and April 1975, and during the first half of 1977, correspond
to those shown by Stage III; and,

c) Stage IV: p and y observed behaviour between the second

and third quarters of 1975 and the second half of 1977 closely
follow those indicated by Stage IV.

This is equivalent to say that in those periods y and p drifts
were essentially governed by fluctuations of the variables that
mostly affect aggregate demand. It must be seen, for instance, that
the fall of industrial growth in early 1975 (Stage III) is followed
by stabilization or decrease of inflation rates during 1975 (Stage III).
It must also be noted that this latter period was preceded by a
severe cut of real liquidity.4

Growth escalation (Stage IV) observed in the second half of
1975 and late in 1977 is equally followed by a stage of inflationary
escalation (Stage I), that prevailed in both subperiods, early 1976
and early 1978. Moreover, both such subperiods were preceded by
expansionist phases of the monetary policy.

Whereas these mini-cycles conform with monetarist norms, it
must be remarked that in Stage II, as shows by Diagram 2, p and y
drifts do not conform with the forecasts of orthodox system. It
is even more important to observe that these divergent drifts
occurred in 1974 and late in the 1978/79 period.

On the former date, despite a significant fall of output growth,
inflation persisted in an accelerated escalation rhythm. According

4 See Moura da Silva (1976).

148



to orthodox precepts, the peak of inflation rates (Ap = 0) should
have occurred concurrently with the maximum speed of y decrease;
this, however, was not so due to at least two simultaneous supply
shocks that took place during the year: the rise of farm produce
real prices and, even more important, the rise of oil prices —

not to mention the liberalization of wage policies, that also took
place in that year.

A similar event was observed in late 1978/79 with regard
to ¥ and p, once agains as the result of impacts caused by farm
produced and oil prices. In that late 1979 sub-period came the
enforcement of “cruzeiro” maxi-devaluation.

It is also important to note that Stage II, which prevailed
over the second half of 1976, even if not quite conforming with
orthodox norms, presents a feature difficult to interpret. The
duration of the acceleration stage as well as occurrence of inflation
rate peak (Ap — 0) were respectively shorter and less intense
than those prevailing in 1974 and in 1978/79. In the latter instance,
supply shocks (failure of harvests in 1975/76 and the subsequent
increase of farm produce real prices, in addition to the rise of
interest rates in 1976 had shorter lasting effects than those of
1974 and of 1978/79. Behaviour of farm produce prices (vis-a-vis
industrial ones) and of petroleum products prices are shown in
Diagrams 3 and 4, respectively.

In short, y and p drifts, as observed in 1974 and in 1978/79,
fail to conform with orthodox norms. In these periods, supply
shocks magnified the cyclic drifts of ¥ an p; and, even more
significantly, the 1974, 1976 and 1978/79 impacts precisely coincide
with the three cycles of sharp inflation rate escalation observed
along the sampling period. During such periods, Brazilian
average inflation rate escalated from 209, p. a. in 1973 to 27%, p. a.
in 1974; from that level to 40%, p. a. in 1976 and, finally, to
529, p. a. in 1979.

Whether a coincidence or not, it is hard not to ascribe the
three inflationary surges observed in Brazil between 1972 and
1979 to supply shocks.

An advocate of the orthodox theory would doubtlessly argue
that the impact of relative prices could only be translated into
escalating inflation as a consequence of monetary policy
liberalization arising from a deep slump in industrial output
growth in the period. He might also contend that supply shocks
would at best prolong the duration of Stage II, but they would
never bring about a rise of inflation rate levels if these had not
firstly been sanctioned by monetary policy.
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Diagram 3
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Diggram 4
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3 — Relative prices and inflation: empirical
evidences

When formulating macroeconomic models, it is usual to advance
the implicit — or even explicit — hypothesis proposing independence
of relative prices dispersion from the inflation rates level.

Lucas (1973) formalized the hypothesis of independence.
In his model, Lucas expresses the price of any “i” goods in economy
as it relates to inflation rates as follows:

Py =P 4 Zy

where P, and P, respectively represent the logarithm of prices of
“t” goods and of the general price level. The independence
hypothesis is equivalent to saying that any eventual differences
in behaviour shown by P, and P; occur at random, as stated by
Zy, which is normally distributed with zero means and constant
variance u% It must be further pointed out that a fortion there
occurs no systematic correlation between P, and P,, nor is there
a differentiated and systematic behaviour involved among diverse
price sub-groups that constitute the general index.
Complementarily, and considering P,, too, as a normal random
variable with mean equal to P, and constant variance given by v?
distributed independently of Z,, Lucas also admits independence
between the latter and relative prices dispersion. This hypothesis
has been subjected to countless tests.

The hypothesis advancing the independence between variability
and inflation rate levels has been almost universally rejected.
In a cross-section analysis carried out internationally Logue and
Willet (1976), using data collected in 45 countries in the period
comprised between 1949 and 1970, found a positive association
between the inflation reate standard deviation and the average
inflation rate. Similar result was found by Jaffee and Kleiman
(1977), which involved 17 countries of the OECD in the period
comprised between 1951 and 1968, and 16 Latin American countries
in the period comprised between 1950 and 1969. Fisher (1981)
when analyzing time series with respect to the United States
also found a relation between the standard deviation of inflation
rates and the level of those rates. Standard deviations of yearly
and quarterly rates were assessed with basis on non-overlapping,
5-year and 12 quarterly periods, respectively, and the positive
correlation with average inflation rates for those periods was found.

With respect to the variability of relative prices, there is some
evidence that it is closely linked with inflation rate levels, and
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with their variability. Glejser (1965) analyzed the main groups
of goods comprised by Consumer Price Indices in 15 countries of
the OECD, and found a positive correlation between relative
prices dispersion and the average inflation rate between countries.

Jaffee and Kleiman argue that the above analysis presents
more drawbacks. On the one hand, it does not allow for distinctions
between the effects of year-by-year relative prices changes and the
cumulative effects of these changes and on the other hand, relate
diverse national experiences. So that 13 countries were individually
analyzed as to the correlation between the standard deviation
of the price changes of the main sub-group of goods, and inflation
rates. 5 Results for most countries show that the coefficient of
variation decreases proportionally to inflation rates. However,
as the constant of the hyperbolic function adjusted did not
significantly differ from zero, the authors conclude that the
absolute value of relative prices dispersion is invariable in relation
to the rate of inflation. °

On the other hand, a similar analysis involving approximately
1500 goods comprised by the Wholesale Price Indexes in the
United States was undertaken by Vining and Elwertowski (1976)
who found positive correlations between the standard deviation
of the price changes and the rate of inflation and its variability
in the 1948/74 period.

Cukierman and Wachtel (1979) and Parks (1978), show that
the evidence found by Vining and Elwertowski can be explained
with basis on a positive correlation of prices variability and the
unanticipated inflation. While the first employed a variance
factor out of Lucas' Model of Rational Expectation, the second
used a traditional expectation model, that is, a model where the
anticipated inflation rate is a function of rates observed in the
past.

Positive correlations between dispersion of relative prices and
current inflation rates, whether or nor anticipated, were likewise
found by Fischer (1981) with respect to the United States.

The above mentioned evidence shows the existence of positive
correlation between not only variability and inflation rate levels,
but also between relative prices dispersion and the level and
variability of inflation rates. However, no records exist with
regard to controversies on the existence of differentiated behaviour
of relative prices of product sub-groups.

6§ The periods under consideration differ among countries and disaggregation
of the price index involving about 10 groups of goods were used.

9 The adjusted function was of the following type: SD(P,) [P = a + b P
Ags g == 0, we have: SD (P) [P = b P or SD (P;) = b.
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4 — Variability measures or relative prices
and inflation

The Wholesale Price Index as computed by the Getulio Vargas
Foundation for the period comprised between 1970/80, was used
in this study. The maximum disaggregation is given by the concept
of Aggregate Supply, involving 50 groups of goods. In the case of
analysis by goods’ types involving the original 50 groups, 13

were not considered, basically because their prices were determined
by foreign markets or controlled by the government. Of the
remaining 37 groups, 7 were classed as agricultural groups, and 30
as industrial groups. Industrial products, on their turn, were
subdivided into three groups comprised by 10 items each, classified
by order of the increasing degree of sector concentration that
produces these goods. Based on the above indices we delined both
for general case and for each goods sub-groups the standard
deviation of inflation rates and of relative prices that are usually
employed in the papers mentioned above.

In view of the fact that inflation rate variability will be
measured by time periods, whereas relative prices dispersion will
be assessed by types of goods, at a given point in time, so as to
match the time gaps involved in such measures, price index defined
on a montly basis were adopted.

Variability of inflation rates was measured by use of the moving
standard deviation on monthly rates change of the general index,
with a 10 month amplitude, and the corresponding result was
associated with the last month of that interval, as shows below:

11 — 2
SD(P),=\/.€‘P‘—“P"

12

where P} is the monthly rate of change of the general index and
P;™ is the arithmetic average of monthly rates over the ¢t — 11
to ¢ period.?

The dispersion of relative price changes was measured by
use of the weighted standard deviation of the rate of change in
12 months, as to the index of each group of goods:

SD () = Y E wi (@~ P’
7 This mcasure was used by Klein (1976).
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where P}, and P§ represent percentage change in the prices of
goods groups “i”, and in the general price index at ¢, with respect
to the same month of the preceding year, and w, the participation
of value added of goods group “i” on the overall total.

The coefficient of skewness of individual prices changes P:
was measured as well:

— L e-F

‘S(Pi)= 11 :. _ 137
e (Pt — PO*
N oyal J

5 — Resnlts

In this section we have tested the above mentioned hypotheses
in the following sequence:

a) Inflation and Inflation Rate Variability

As shown by the studies already mentioned, there seems to
be no doubt that a positive relation exists between inflation
rates (P) and their variability (SD(P). The positive correlation
obtained by us was 0.73. 8 It must however be noted that the
coefficient of variation is relatively stable, which means that
inflation rates variability increases in equal proportion to inflation
rates as shown by Diagram 5.

b) Injlation and Relalive Prices

The most significant evidence, however, is found in the
positive correlation between relative prices dispersion (SD (P,))
and inflation rates (P), on the one hand, and between SD (P,
and SD (P). on the other. The coefficients of correlation between
S(P,) and P and between SD (P,) and SD (P) were 0.77 and
0.47, respectively, both significant at the 19 level.

These results are similar to those found in the above mentioned
papers with the exception of those obtained by Jaffee and Kleiman.
However, carrying out the Jaffee and Kleiman test with respect
to Brazil, we obtained the following results, using even more
disaggregated data than they did:

D@ _ 0420 4 4.455 P-1 R® = 0.8¢

(58.6) (23.9)

8 Significant at the level of 19,
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As cvidenced by ‘“t” radios between parentheses, therc exists
an inverse correlation between the coellicient ol variation defined
by $D (P,) [P and inflation rate P, although notwithstanding this,
the constant cannot be considered equal to zero, that is, that the
SD (P,) value would not be invariant with respect to P.°

c) Relative Price Distvibution Profile

Based on the coefficient of skewness as delined above, we may
undertake a test of the hypothesis that the rate of change of
individual prices ¢ behave to a normal distribution.

The values of coeflicient §(P), as well as the confidence
interval with 98%, of probability that P, is normal, that is,
S(P) = 0 is found in Diagram 6. 1°

Pursuant to Vining and Elwertowski the hipathesis of
symmetrical distribution is rejected for practically the entire
period, and particalarly with regard to subperiods of inflation
ratc Increase.

Distribution regarding each moment in time presented a
positive asymmelry, that is, the type of distribution where modc
< median < average. According to Diagram 7, in that same
period the arithmetic average of the rate of change of the prices
P, is approximately equal to the rate of change of the general index
(weighted average) .

Thus, over 509, of the rate of change of individual prices
comprised by the general index is lower than inflation rate.

The listed results, as scen above, have really no meaning when
considered as 1o the interim character, or not, ol interdependence
of inflation and relative prices. Authors such as Cukierman,
Wachtel and Parks conciliate such results with the Lucas’
hypothesis by alternative schemes of economic agents' expectation,
For (hem, these correlations would therefore be maintained only
throughout the adjustment process. In this light, the relative
prices dispersion test that involves diverse price sub-groups becomes
an important alternate test for Lucas’ hipothesis.

© The result found by the authors with respect to Brazil using yearly data
from the 19G3/70 period, and 10 groups ol goods, was as follows:

SDP) _ 009 + 4.60 P RI=0.57

.98 (3 07)

10 Further derail regarding rhe building up of confidence intervals can be
found in Snedeccor and Cochran (1967) .
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Dicgram 8

COEFFICIENT OF SKEWNESS

-1 -

NOTE. The dotted lines show the confidence intervals at the 98 % level.
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d) Relative Price Dispersion in Price Sub-Groups

Measure of variability of the relative prices of agricultural,
industrial and industrial sub-groups of products on an increasing
sequence by degree of production concentration can be seen on
Diagrams 8 and 9, and in Table 1, where thc average values are
show with reference to adjustment phases of industrial products
and prices, as defined by the preceding section.

There apparently are behavioural diversities regarding the
agricultural and industrial relative prices, since in the first case
dispersion is higher than in the second.

The same phenomenon can be observed among sub-groups of
industrial prices, and in this case, dispersion is lower in inverse
proportion to the degree of production concentration. Presuming
that standard deviation SD (£,); as measured for cach price
sub-groups “j”, at moment “¢”, has a normal multivaried distribution
with mean vectors s; = s55), where index “p” represeats the
adjustment phase of industrial products, we may undertake profile
tests between the price sub-groups. !

In view of the restraint imposed by test requirements as to
equality of the number of observations made in each “p” phase,

a sampling of values 8§D (P)) ;, was made, with G obscrvation samples

“ 9

for each price sub-group “;”, in cach *p” stage. 12

Basically we perform two tests comparing time series of
standard deviations of relative price changes calculated for each
component — according (o classification above mentioned — of
the general price index: tests of coincidence and paralielism.

The null hypethesis of these two tests, considering the series :
and j, are:

Hy Ay = A, forallp = 1,2 ..,
Hy Ay — Ap = K, forall p =1, 2,

where Ay, and A, are respectively the mean standard deviation or
relative price changes of sub-group prices 7 and §, at phase p, and K
is a constant real value.

The results shown by Table 2 indicate that vectors s, are
neither equal, nor parallel, whether in comparing agricultural
and industrial prices, or in the comparison with sub-groups of
concentrated and non-concentrated industrial products.

11 Further details on raultivaried wsts can be found in Morrison (1967).

12 In phase 4, since we have only 5 obscrvations. the Ist. vaiue of the
immedialely subsequent phase was considercd.
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Diagram 9
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Main Results by Phase of Adjustments in Industrial Prices and Product: Average Values

Table 1

Phase Phase Phase Phare Phase Phase Phase Phase Phase Phase
1 2 3 4 & 8 7 8 [ 10
(8/72- (1223- (1174~ (575 (10,75- (7/16- (177- (8/77- (2118 (1/79-
11/73) 10/74) 4/15) 9/75) 8/76) 12/76) mnn 1,78) 12/78) 2/80)
Gerneral 18,0 27,7 27.3 26,8 40,3 556 51,58 379 374 52,8
Agrie 17.5 25,5 247 32,1 38,7 (K] 540 424 51,0 a0 1
Ind 15,8 25,0 27,92 26,5 32,7 4u,2 438 7.5 42,6 50,7
P Ind. I 20,4 21,2 15,6 19,4 359 49.1 2. 34,0 48,0 09,7
Ind. 11 14,5 35,1 ag.8 304 26,4 34,2 418 40,1 a7 458
Ind. III 12,2 20,9 28,2 29,3 30,5 376 42,2 41.8 36.9 413
General 122 16.6 17.8 17.8 27,0 21,8 27,0 18,8 17,3 23,4
Agrin. 13,5 13,8 a8 14,8 28,1 20,8 19,2 244 15,0 16.9
Ind Q.7 12.8 187 13,7 11,9 17,4 13,4 101 13,3 23,1
SD(P*) Ind. I 144 11,8 15,0 16 8 14,7 217 147 717 154 28,1
Ind. 11 82 123 12,8 9,7 11,5 8.7 0.2 0.4 0.8 8.7
Ind. III 3.8 8.8 9.7 0.3 5.6 11,1 0,3 8.5 8,2 11,7
General 0,50 1,35 1,80 0,88 1,28 1,688 1,94 2,4 1,21 14
Agria, 1,08 2,03 2,33 1,20 1,79 2,11 3.67 418 2,49 3,74
Ind. 0.34 a.80 0,79 0,38 0.04 2,08 1,52 0,82 0.65 0,92
SD(P) Ind. 1 0,78 1,01 1,22 1,60 1,87 2,42 2,08 1,99 1,20 1,41
Ind. II 0,43 1,12 1,24 1,03 0,70 0,73 0.88 0.98 0,88 1,28
Ind. T1IL 047 0.79 0,83 1,03 1,14 1,19 1,01 0,85 0.95 1,25

NOTE P = rate of ehange of the indicated price index (annual rata)

€91

BD(P() = standard deviation of the relstive priae ehanges of the indieatad sub-groups of price index (annual rates).
SO(P) = atandard deviation of the rate ol inflation, as measured hy the indicated prico indaz (meamred monthly).



Main Results by Phase of Adjustments in Industrial Prices and Product: Average Values

Table 1

Phase Fhase Phase FPhasa Fhase Phase Fhase Fhase FPhase Phase
1 2 a 4 [ (] 1 ] Q 10
(6/22- (12773 (11]74- (5,15 (10,75- (76- (1a7- an?- (2018 179~
11773) 10774) 418) 2N8) 6/76) 12126) m) 1,78) 12/18) 2/80)
Ceneral 18,0 227 222 268 403 £5.4 81,8 32,9 7.4 828
Agric. 12.5 28,8 24,7 3211 38.7 58,9 84,0 42,4 51,0 60.1
Ind. 15,4 25,0 21,2 26 8 22,7 “7 428 7.6 424 58,7
P Ind. I 204 212 154 19.4 354 9.1 42,0 34.0 48.0 €97
Ind. 11 145 351 aga 309 20.4 34,2 418 401 7.7 458
Ind. II1 12,2 20,9 28,2 293 3.5 7.8 422 414 a0 9 413
General 122 16,6 175 178 21,0 318 27,0 188 173 234
Agrio, 138 13,8 K] 14.8 28,1 20,5 10,7 24,4 18.0 169
Ind. 2.7 128 18,7 137 119 17,4 124 101 13,3 231
SD(P" Ind. I 144 118 150 15,8 14,7 217 7 13 15,4 28,1
Ind. II 52 13,3 128 97 116 a7 0,2 9.4 6.8 a7
1nd. ITI a8 8.4 9.7 0.3 (] 11,1 93 8.5 6.2 11,7
Qenera) 0.50 1,33 1.60 0 88 1,28 1.84 1,04 2.4 1,21 1.9
Agrie. 1,08 2,03 233 1,20 1,79 21 .41 4,18 2,49 3114
Ind. 0,38 0,80 0,79 0,68 094 2,08 1.52 082 0,85 0.92
8D(P) Iod. 1 0,78 1,01 1.22 1,40 187 2,42 2.08 1,22 120 1.41
Ind. II 0.8 1,12 1,2 1,03 Q,70 Q73 Q.88 0,94 0,88 128
Ind. III 0.42 0,79 [1f: <] 1.09 1,14 1,19 1,01 0,88 0,98 1,26

NOTE: P = rate of change of the indiastad prica indes (annual rate).

E91

8D(P;) = standard deviation of tha relative prica changes af the indieatad subgraups of ptica index (annual retes).
8D(P) = atandard daviation of tha rats of inflation, as measured by the indicated price indax (messurad meonthly).



Additionaly, the hipothesis of a stationary series was tested
as well; results show that standard deviations of relative prices in
each of the price sub-groups are not constant from one adjustment
stage to the other. The null hypothesis tested was: Hg: 44 = K,
forallp=1,2 ...,

Therefore, there are now two additional evidences against
Lucas’ hypothesis, namely:

i) the existence of systematic behaviour diversity in the case
of relative prices among price subgroups;

ii) the non-constancy of standard deviation of relative prices
over time.

€) Inflation, Relative Prices and Indusirial Products

Based on the measurement computed for industria prices as
a whole, we shall briefly discuss the evidence found by Blejer and
Leiderman (1980), regarding the negative impact of price dispersion
increases on the rate of change of industrial product. By
interrelating variability measures of inflation rates and relative
prices, of inflation rates and product growth, we were able to
obtain the following correlation matrix:

Table 2
Profile Analysis

Testa F
sAgricsd sInd Parallel Fga = 544,79
*Agric = *Ind Fron = 28391
sInd I*=¢ +[nq 111 Farellel Fea = 431,11
‘Ind I = “Ind III Pioq = 741,70
Agric. Series is Stationary Faa = 217,65
Ind Seiies is Stationary Faa = 344,59
Ind I Series is Stationary Fon = 242,86
Tnd III Series is Stationary Foa = 208,40

NOTE: 1n alleases the null hipateses in rejected. Tha eritieal values of the F — distribution
are: Pgq = 10 4 and Pyg1 = 242 0 at the 5 level.
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SD(P) SD(P,) P v

SD(P) 1 0.36* 0.55* —0.21*
SD(P;) 1 0.76* —0.29¢
P 1 —0.44*
b 1

NQTE: * — aignifieant at 1% lovel.
*s — gigniticant at 5% level

Even if unable to make any statement as to direction of
causation, our results also point to the negative association of
product growth rares with respect to relative price dispersion, as
well as with the standard deviation of the inflation rate.

6 — Conclusions

The results of our analysis of the Brazilian case are consistent
with the majority of existing evidence advanced by other analysis
on other inflationary conditions. They indicate that there exists
positive correlation between inflation rates, inflation rate variability,
and relative prices dispersion. Particularly with respect to industrial
prices, both latter factors show negative correlations with the
rate of growth of industrial products.

‘We have also been able to demonstrate that the distribution
shape of individual prices changes also presents a positive
asymmetry. A new angle of the problem involves obtaining proof
that price sub-groups within economy present differentiated and
systematic behaviour. On the one hand, our results indicate that
dispersion of agricultural prices is higher than that of industrial
prices and, on the other, dispersion of prices of concentrated
industrial products is less than that of the dispersion of prices
of non-concentrated products. The main inferences arising from
such results, with regard to macroeconomic anaylisis, are:

a) Stabilization policies based solely on the control of
aggregated demand results in permanent losses for some competitive
sectors, as to non-competitive ones; thus, stabilization policies
based on one product models are inadequate in that they do not
consider the implicit redistributive effects on the systematic and
differentiated behaviour of relative prices under an inflationary
process.
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b) Full and automatic monetary re-adjustment defined with
basis on a given inflation measure inflicts serious losses on a
significant number of products. As recently was the case in Brazil,
where modal inflation is positioned to the left of average inflation
(the explicit hypothesis usually refers to an average equal to mode
in the frequency distribution of prices changes), the correct
policy would probably be to define a monetary readjustment
policy in which automatic readjustments of contractual values are
systematically enforced at lower levels than those indicated by
the increase of general prices indexes. It would likewise be
misleading to suppose that the level of nominal interest rates
should perfectly mirror the inflation rate level in addition to the
so-called real interest rates. That is, in Fisher's equation the inflation
rate coefficient associated with the expected inflation rate should
be lower than unity.

c) There are doubts as to validity of the orthodox view that
the fundamental question is the stabilization of the inflation rate
whatever its level. As long as a positive association exists between
the level of inflation rates and its unstability it will be difficult
to avoid the adverse effects of variable relative prices over resource
allocation. The monetarist view could only be tenable if that
association were an interim phenomenon, only mirroring the
incidental effects of inflation escalation.
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Subsidy policies and the export
of manufactured goods in Brazil

Alberto Roque Musalem *

1 — Introduction

Since the 1973 oil crisis, Brazil has experienced a chronic deficit

in foreign trade. The country will need an economic policy of
expenditure shifting, through a rise in the relative prices of
tradeable goods and/or containment of imports, to achieve
equilibrium in its balance of trade. An overall strategy for the
sector will have to be based on an in-depth understanding of

the response of manufactured e¢xports to both relative price incentives
and the cooling of aggregate demand.

This study is divided into three parts. The first presents a
time series of the rates of all subsidies to manufactured exports.
This was only possible thanks to the recent contributions of
Cardoso (1980). Our own contribution here is to have corrected
some of the data from conflicting sources and, especially, to have
included all the financial subsidies and drawbacks. To make simpler
the calculations of opportunity costs of financial resources
obtained, we have assumed rational expectations by economic

Editor’s note: Translation not revised by the author.

® Visiting professor in the Masters Program in Economics at the Federal
University of Bahia. The author is grateful to his research assistant, the graduate
student José Carrera Fernandcz, for his dedication, efforts and efficiency. He
also expresses his thanks to the graduate student Romeu Salaro, for his rapid
collection and mailing of relevant statistical information from Brasflia.

J- L. Carvalho, of the EPGE/FGV, and M. Barata, of the FIPE, were very helpful
collegues in answering requests for some of the statistical data series. All
these joint efforts made it possible to carry out and to conclude this study
as possible. Victor J. Elias, at the National University of Tucumdn, Argentina,
made valuable comments. The Rockeffeler Foundation gave financial support.
Originally published in Revista Brasileira de Economia, 35(1), January/March
1981.

169



agents in relation to expected interest rates and expected rates of
currency devaluations.

In the second part, the time series of the three basic categories
of subsidies to manufactured exports — tax exemptions, fiscal
incentives and financial subsidies — are used to look into the
relatjive importance ofeach type of subsidy in explaining the
behavior of manufactured exports. The model we have here was
recently proposed by Cardoso and Dornbusch (1980a).1?

The third part presents our conclusions, and the appendix
contains the data which has been most relevant to our study.

2 — Time series of subsidies to the export
of manufactured goods

Table 1 gives a summary of the estimated subsidy rates for each
component of policies to promote the export of manufactured
goods. These policies gained steam following 1964, with a deliberate
reorientation of the previous approach to import substitution
policies. This particular export-promotion policy was introduced
gradually, as the table itself shows, and displayed an upwards
tendency in the total rate of subsidies.?2

The first policy instrument to be used was tax exemption;
initially, in 1964, with exemption from payment of the tax on
industrialized products (IP1, a federal tax), and later, in 1967,
with the additional exemption from state sales taxes (ICM). The
exemption policies were rounded out in 1969, with the introduction
of drawbacks on import taxes for inputs from abroad used
directly in the production of export goods.

The granting of fiscal incentives as a means of stimulating
manufactured exports goes back to 1969, with the concession of
IPI bonus credits (tax breaks on the unexported portion of an
exporting company's production), followed the next year by the
introduction of the ICM bonus. Fiscal incentives were rounded
out in 1971, with the addition of income tax cuts.

Financial subsidies can be broken down into two major
components: export credits at below-market interest rates,
introduced in 1968, and drawbacks on compulsory deposits for
imports of inputs used directly by the exporter, introduced at the
same time as this deposit requirement in 1975.

1 Some of the other important studies in this area: Barata (1979), Carvalho
and Haddad (1978), Coes (1979) and Tyler (1976).

2 For a dctailed description of the legislation, see Cardoso (1980).
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Table 1

Subsidies Granted Under Policies to Promote the Export of Manufactured Goods (as Percentage of
the FOB Value)

Tax Eusmprions Flseal Incantives Finaeein! Teu!

Rana Rata ol Sehyidies Rata Raie of
of Tax Fiacn]  — oo Fi- Subsiding {N)

[LL] b Intan. {vin) naacial e Ming- Caleeland

Yoars imgen tiens (L] [\]] ™) s v Bath tn Suby)- factoned
() [} Tt (0¥1] 1Fl ItM Ireema {Na] il Cenpul diny Bigons Elians
ICM IFl dirw {14114l11) Benns Eonns Tax {N4V4V) Subsi- oy {Nal 1M Caidese

back Cindin Cidin [11] ding Capasis Vilavil]  (Ng+Aaths)

1864 - 04 - 64 - - - - o, B - Y 04
1865 - 5.0 - 5.0 - - - - - - 5.0 5.0
1866 = 5.0 - 5.0 - - - - — - 5.0 5.0
1667 18,1 5.2 - 213 = - - - - 213 AR ]
1868 186 6.0 - 256 - - - - 0.6 — 0.6 26,2 26,5
1468 0.5 6.8 02 280 42 - - 43 17 == 17 u0 3.8
1820 205 2.0 19 294 6.0 5.1 - 1m 3 — 2.3 418 3.9
1M 18.8 15 24 297 6.4 5 1.4 13,6 41 - 41 LYA] 41
1972 19.1 8,1 7k 9.8 Eq 6.6 1,3 14.8 38 aq 468 421
1973 1£.3 9.8 kR 3.6 1.0 2.0 1.3 15,3 3.6 = 36 50.5 434
i 12 10,0 28 30.5 8.5 [} 1.8 18,8 3.2 3.2 §2.5 170
197§ 12.0 10.0 4.6 3.6 101 101 17 218 5.6 3.2 6.8 623 491
1616 1€.2 10,9 4l 3.8 13,2 13,2 13 22, 97 5.0 147 no 48,3
1871 16.3 120 7.8 N2 1.2 112 15 138 123 41 164 ns 506
1878 16.3 123 40 26 120 12.0 1.5 255 108 44 149 7.0 -

~3
— SOURCE: Explanatians ia text.



Of all these subsidies, tax exemptions were certainly the most
important, in terms of both duration and in relative size. The
second most important in magnitude were the fiscal incentives.
Last, but actually not least, are the financial subsidies, which
have become more important in recent years.

The final columns of Table 1 gives the evolution of the total
rate of subsidies as calculated by Cardoso. The following figure
compares over time our total and hers. While over the first
few years the time series are practically equal, from 1969 on our
data begin to diverge in an increasingly positive direction. This
fact is due to Cardoso’s not having considered the financial
subsidies and tax drawbacks used to give new stimulus to exports.
After 1975, the distance between the two broadens even further
due to the intensification of incentive policies — this time with
the increase in IPI and ICM bonus rates® — strengthened by the
introduction of the compulsory deposit for imports and its

TOTAL SUBSIDY RATES FOR MANUFACTURED
EXPORTS

(%)
70

60—

50

—’f
40 '~~~ T\~ E.Cardoso)
Vi

30

20

O————T7 T 7 T T 7 T T v 1T T T 1
1964 65 66 67 68 69 70 71 T2 T3 T4 15 76 TT 78

8 Our original data sources reveal this increasc. This point will be discussed
extensively below.
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counterpart in the form of a drawback on the import of inputs
going directly into exparts; and also due to the increase in credit
incentives (a larger share of export deals could be financed, while
nominal interest rates were held constant despite growing
inflation) .4

What follows is a description of the methodology used to
estimate the respective subsidy rates.

2.1 — Tax exemptions
2.1.1 — IPI and ICM exemplions

Our calculation of the rates of IPI and ICM exemptions was
basically equal to Cardoso's, except for the first ICM values for
1967 and 1968, mainly due to conflicting sources.

2.1.2 — Import tax drawback

Drawback is defined as the suspension, exemption or restitution
— either total or partial — of the import tax due on inputs

4 Other expectations were not considered, such as those offered by the Befiex
program, since they would be impossible to estimate. This program gained
importance during the latter part of the period under study, when more
emphasis was given to promoting manufactured exports. It offers additional
subsidies in the form of tax exemptions for the import of machines and
inpues utilized 1n domestic production by companies signing long-term export
contracts. Other exemptions not considered here, which have been in effect
ever since the promotion policies began, are: a) Minenals Tax (IUM);

b) Financial Operations Tax (IOF); c¢) Fuel and Lubricants Tax (IUCL).
5 Our source is the Department of the Treasury of the State of Bahia. The
domestic rates it reported for domestic operations in the Central-South Region
in these two ycars are: 159, following February 1967, when the exemption
was first granted: 15% from June 1, 1968 to March 31, 1968; 169, from April 1,
1968 to April 30, 1968; and 179, following May 1, 1968. These domestic rattes,
applied to the FOB price, Py, are converted into rates based on factory prices,
Py, in order to Le expressed in terms compatible with the basis for applying
the rates on domestic operations. The conversion follows the following formula:
Py = P, (1 4-tp) and Py = Py (1 — ty). Substituting the terms, we obtain
the desired conversion, t, = ty/ (1 — ty); since ¢y is 2 known value, ¢, can
be obtained, which gave the following values for the respective periods:
17.7, 19.1 and 10.5%. The average rate for 1967 is thus:

100 [1,177) ¥~ . 13 _ 1] = 16,1%; and
17180 | 19,17 | 20,5%7 — 19,69, for 1968.
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imported directly by the exporter of the final product. The average
exemption rate is:

Value of import tax exemption

f =
Value of manufactured exports

To obtain the value of import tax exemption, we would have
to know the various tariffs in effect for each product in each
year, and apply each rate to all imports made under the drawback
arrangement. Since this is not possible, due to the difficulty in
obtaining each tariff rate and the subsequent value of goods

imported, we have calculated — for each year — an average tariff
for imports:

Calculated value of import taxes
Value of total imports

P —

The numerator of this ratio includes taxes that were calculated
and paid as well as those that were calculated and exempted,
in order to make a better estimate of the average tariff applicable
to non-exempt imports, especially inputs.® The average rate of
exemptions under the import tax drawback would thus be:

Value of imports subject to drawback
Value of manufactured exports

or,
9 =t B

where f§ is a coefficent representing the percentage of imported
inputs entering directly into manufactured exports.?

Column III of Table 1 shows the estimates we obtained. The
behavior of the time series suggests the possibility of speculative
stockpiling of imported inputs in 1975 and 1976, followed by a
reduction of inventories in 1977. The same cycle seems to have
occurred in 1973 and 1974, respectively.

8 The numerator will include the taxes calculated both for imports subject

to drawback and for the imports of the public sector (including state-owned
companies) . The average should thus be less than if calculated on the hasis of
tax revenues, where the incidence of final goods, which pay higher rates, is
greater. Due to the lack of statistical information, we were only able to
construct this series from 1971 on. The 1969 and 1970 values were extrapolated
from the subsequent tendency. Our sources were: Anudrio Econdmico-Fiscal,
1972-77, and Anudrio Estatistico CIF-MF, 1977-78.

T The data on the value of imports subject to drawback were taken from
Relatério da CACEX, 1977 and 1978.
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2.2 — Fiscal incentives
2.2.1 — IPI bonus credit

The rates at which this incentive was applied are taken [rom
Cardoso’s study. From 1974 on, they are calculated from the
ratio between the IPI credits and the value of manufactured
exports. 8 The largest average rates for this incentive were obtained
in the later years, which could indicate they are the result of
either a deliberate policy of increasing the bonuses or a change
in the composition of exports, with an increase in the share of
those exports enjoying the highest bonuses. ?

2.2.2 — ICM bonus credit

The rates at which the ICM credits were calculated are generally
the same as for the IPI. The procedure it thus nearly the same,
except for one small difference: in this case there are deductions
for the importation of inputs beginning in the year when this
benefit was created (1970) until they were eliminated (1972). 10
The rate of this incentive, during this period, is thus obtained
by correcting the IPI rate by the coefficient of the direct national
value added (1 —f):

Rate of ICM credit = Rate of 1PI credit (1 —f)
2.2.3 — Income lax reduclion

This series was taken entirely from Cardoso's study, which in
turn got its data {rom the words of Varsano (1979) and Savasini,
Kume and others (1979). Value added for 1978 is a repetition

of the same value for 1977.

8 The source for this data is IPI — Informagdes Tribuldrias, MF |SRF/CIEF,
1974-78.

9 This latter effect could have been induced by the deliberate bias in favor
of financial subsidies, which were significant in precisely these years.

10 Until July 20, 1972, the IPI bonus credit included benefits on the portion
of imported products, which were excluded after this date by Portaria No. 182.
The ICM bonus credit never included this portion: thus the need for
correction. The 1972 rate for this incentive is obtained by the geometric
average of the IPI and ICM credits (after correction) weighted by the period
in which each was in effect.
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2.3 — Financial subsidies

This type of subsidy includes: a) subsidies granted to finance
the export of manufactured goods, at nominal interest rates below

the market rates; and b) compulsory deposits under the drawback
arrangement,

2.3.1 — Credit subsidies

The credit systema at preferential interest rates granted to
manufactured exports may be classified into three groups: a)
financing of exportable production; b) financing of actual
exports; and c) financing of export-oriented services.!! Table 2
gives a summary of this credit program for exports in consignment,
listing the various credit lines and their respective characteristics,
user costs and terms of payment.

In order to simplify estimation of the subsidies given under
each credit line, we will assume equal terms of payment for
all loans. The period we have selected is one commercial year.
The subsidy rates will be calculated for each of three basic
processes: a) domestic financing in cruzeiros; b) domestic financing
in dollars; and c) overseas financing in dollars. In each case,
we must assume rational expectations by the economic agents in
relation to the expected discount rate and the expected rate of
currency devaluation. The following paragraphs present the
methodology used in estimating the subsidy rate in each case.

2.3.1.1 — Domestic financing in cruzeiros

In this process, financing is contracted and payment is received
in cruzeiros, that is, received and paid in cruzeiros:

I = 15" (149)

where:

IS = nominal value of loan contracted in cruzeiros at the end
of the period, assumed to be the commercial year.

11 Some of the credit lines in category ¢ did not seem to apply to manufactured
exports, but they are always intended to stimulate these exports. For example,
in the third and fourth lines of category ¢, the priority projects for financing
are those which will lead to the later export of manufactured goods. The
second line of the same catcgory is aimed at promoting the fonnation of
overscas marketing facilitics. In any case, as we shall see, these lines account
for an insignificant percentage of the total.
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Ioc" = face value of the loan in cruzeiros; and

i = interest rate charged for each credit line evaluated by
this proces.

By discounting the nominal value of the debt at the domestic
market's average annual rate, we have:

e oo 1+
I4+4. ° 1+41tm
where i, is the average annual market rate, identified as the cost
of money to the taker of 360-day bills of exchange. The absolute

value of the subsidies will be the difference between the face
value and the discounted value of the debt, that is:

Abs, Sub, = 1§ _ et = IS [] _ (149 |

14 4y, 1+, |
Iy — 3
Abs. Sub. = I§® —(li"+—i;)-, ou
Abs. Sub. = 5% .
 JE—

& which is the present value of the subsidy per
'M

cruzeiro of credit taken. Since the value of the credit is not usually
equal to the total value of exports it will be necessary to distinguish
the percentage representing the ratio between the amount of
credit and the value of manufactured exports, which will be
called ¢.

Taking that ratio into account, our subsidy rate (II") is:

where y =

A", Abs. Sub. _
" = Value of manufactured exports in Cr§ (VMECs) —
Y {3
— VMETS |
therefore:
II'=¢ . vy

The value of ¢ is obtained by dividing total loans under
the respective credit line, centered in the middle of the year, by
the value of manufactured exports, both in cruzeiros. 12

12 The data on each mode cf financing are from the Relatérioc da CACEX,
1978 and 1979; and from the Ralctim da Banca Central, Mar. 1976, Aug. 1977,
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Tahle 2

Suminary of Programs to Finance Manufactured Exports
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‘We have used this process to estimate the following credit
lines: all the Group A lines (financing of exportable production) ;
financing of exports on consignment in Group B (financing of actual
exports) ; and the Group C lines (financing of export-promotion
services) , except for the credit line for sale of technical-economic
and engineering studies and projects for overseas undertakings.

2.3.1.2 — Domestic financing in dollars

Although these are domestic credits, financing is contracted in
dollars converted to cruzeiros at the exchange rate of the day:

9% =19 Ej(1 4+ 8) (1 + i)

where:

I§™ — value of the debt contracted at the end of the period,
in cruzeiros;

Iﬁm — face value of the loan in dollars;

E, = exchange rate on the day the loan was contracted;

] = annual rate of currency devaluation, including differential
between buying and selling rate; 13 and

Iy —

= annual interest rate charged in this mode of financing.

The discounted value of the debt, at the average annual
market rate, will be:

1 4 im de T T i

£ e g, (49040

Sept. 1979. Since the figures refer to the end of each year, we had to calculate
the average of the year-end balances of two successive years to center the
amount of financing in the middle of each year. im is the monthly geometric
average centered in the middle of each year. The domestic interest rate is
that of 360-day bills of exchange, as published in Conjuntura Ecanémica,
Jan. 1975, Sept. 1977, and Boletim do Banco Central, Sept. 1979.

12 The currency exchange rate for credit takers is obtained by dividing the
exchange rate for sale at the end of each year by the purchasing rate at the
beginning of the year, less one. Both taken from Conjuntura Econémica, Nov,
1972 (appendix), Jan. 1975 and Boletim do Banco Central, Sept. 1979.
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The absolute value of the subsidies will be equal to the
difference between the face value and the discounted value of
the loan:

Abs. Sub. = IS . B, [1 > %QJ

Abs. Sub. = 1Y% . &, [ (1 + im) _1(;._? 8) (14 i _]

Abs. Sub. = IS . E, vy,

where y’ is the present value of the unit subsidy in this mode,
represented as:

_ im— @448
y- 1+ i

The subsidy rate for exports financed domestically in dollars,
I1”, is obtained as the product of ¥’ by the share of these loans
in total manufactured exports, ¢’. Thus,

= ¢y

This process is used to calculate the subsidy rates of the
following credit lines; direct export financing and export financing
under Resolution n.° 352 of the Central Bank, both in Group B;
and credit for the sale of technical-economic and engineering
studies and projects for overseas jobs, in Group C.

2.3.1.3 — Overseas financing in dollars

This process makes a direct calculation of subsidies to foreign
importers which stimulate exports of Brazilian manufactured
goods. Here financing is contracted in dollars. The dollar value
of the debt at the end of the period, at interest rate i”, is:

The present value of the debt, discounted at the overseas
market interest rate, i, is: 14

®  pss (14 197)
—_— ig ——
141, 1
where the discount rate, i,, is the average annual interest rate
on the Eurodollar market.

14 The overseas interest rate is the annual rate on the Eurodollar market,
taken from Inlermnational Financial Statistics.
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The absolute subsidy is:

1 1] OO 1)
Abs. Sub. = IS¢ [ I ﬁ-‘—] —gyss =)

1+, 14+,
The subsidy rate under this process, I1”, is obtained by
multiplying the unit subsidy y" = -lf—q:-;—- by the fraction of

[
these loans over the total value of manufactured exports, ¢”:
nﬁ} -_— ¢JI ) YII

This process is used to estimate the subsidy rate of the direct
aedit line to foreign importers in Group B.

2.3.1.4 — Credit subsidy rates

Table 3 presents a time series of the credit subsidy rates, II, for
each credit line designed to promote manufactured exports.

The direct credit lines for exporters and for foreign importers
are taken together, since available data on the amount of credit
granted does not discriminate between the two. Thus the subsidy
rate on these credits is a geometric average of the subsidy rates
obtained for each credit line.

The same table shows that the three types of loans to
exportable production receive more subsidies than any other. It
also shows that credits for exports and for foreign imports represent
one percent or less of all credit subsidies. Compared to these,
the other credit lines are insignificant.

The aggregate subsidy rate is the sum of the individual rates,
and is given in the last line of Table 3.

2.3.2 — Drawback on the compulsory deposit for imports

To estimate the subsidy generated by the exemption from the
compulsory deposit, we must calculate the opportunity cost of
these resources in the economy (or absolute subsidy), which will
be the difference between the face value, D, and the discounted
value at the average annual market rate. That is:

1 im
Abs. Sub. = D [l —_— T?T] =D i —i---;_--:—
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Table 3
Credit Subsidy Rates (T1) for Export of Manufactured Goods (in Percent of FOB Value)

L Yenrn
\ 1068 19449 1970 1971 1972 1973 1974 1975 1978 1977 1978
. Credit Li
redit Linea '—-—-..._____1 -
Credit Line REstoblished by Centrn] Bank
Reanlution 71 059 1,63 2,47 2,01 2,72 2,38 2.C5 1,76 68,02 8,04 7.02
Credit Tine Eetnhlishad by Bnnen da
(A)  Traail (I4—11) — — 0,52 0,88 €.08 0,52 0,50 0,72 1,04 122 0.a?
Specinl Credit Tine From CACEX with
FINEX Rescuices far Capital Geeda —_ e .08 0,05 0,03 €.08 0,18 0,47 1,14 1,72 1.34
Nirant Expart Finnneing — 0.08 0,23 0,20 0.00 0,52 aan .35 0,32 081 1.02
Nircet Finnneing nl Frerign Imparter —_ — —_ .01 0.01 = £ 0.02
(8) FExport Finoncine Fstnblished hv Central
Bnnk Resnlution 352, with FINEX Reannrees — - -— —_— —_ - —_ — Vi a.01 0,01
Credit tox Querneas Peamntion nand Marketing - 0.01 0,01 0.02 0.02 0.02 010 0,91 015 004
Credit lcx Overaens Investments == e e _— o e s “ou » n.c2 005

Credit for Sale af Technieal-Eecanomie and
Engineering Studies nnd Penjents for Quer-
arna Jdohs

- - - — - 0.01
{(C! Credit for Purchase of Equipment

= - 0,04 c.r4 a.ce2 a.058 013 a.1f 0,4¢0 €24
Credit far Penduction of Export Preecta —
Entrepdt Finoneing —_ - — - _ - -

—_ —_ —_ — — - — —_ car ...

- 0,01 ace 0,03
Credit lor Productinn of Export Projecta — _— - — —_ — —_ 0,01 55.q
Tatal 0.58 1,71 3,33 418 3,88 3,60 3.24 558 .74 12,28 10,81

SOUNCE: c¢xglanations iu text,
QBS.: -— m credit line nat in operation
= insignilicant eatimntcs



The subsidy rate, II, is obtained by dividing the absolute
subsidy by the value of manufactured exports. Thus:

-_ D im
"= vEM T i)
But, since the total of compulsory deposit exemptions is equal

to the value of drawback requests, the preceding expression
becomes:

X=0p .y
where f§ is once again the percentage of drawback requests out of

total exports, and y = , the present value of the unit

im
14 i,
subsidy per cruzeiro on compulsory deposits.

Initially, compulsory deposits had to be repaid within six
months (Resolution n.° 331, Central Bank), under rules that were
in effect from June 16 to December 2, 1975; thereafter, this was
extended to one year (Resolution n.° 354, Central Bank). Rate ¥
for 1975 is thus a weighted geometric average:

imlz \\11124 ( . inl )2/24 1124
= 3 . L] 1 — ]
s (1+1+1‘,,./2/ APy

The first parenthesis corresponds to the six-month capitalization,
weighted by 11 of the 24 forthnights in the year: a period
approximately equal to that in which Resolution n.° 331 was
in effect. The second parenthesis corresponds to the yearly
capitalization rate during the two fortnights of the same year in
which Resolution n.° 354 was in effect. The unitary term (111/24)
weights out the rest of the year, when these deposits were not
required, and during which the subsidy rate is zero.

Comparing columns III and VIII in Table 1, we can see that,
with the exception of 1975, more stimulus was given to exports

through the compulsory deposit drawback than through the import
tax drawback.

3 — Subsidies and the behavior of manufactured
goods exports

3.1 — Supply function

In evaluating economic policies, it is crucial to be able to know
the operational efficiency of the various trade policy instruments
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used to promote exports. To this end, we will use Cardoso %
Dornbusch's general supply model, specified as:

x=a+4bpy+oy+u m

where x is the natural logarithm of the ratio between the quantum
index of manufactured exports and the quantum index of
industrial production; p;, the natural logarithm of the international
price index of manufactured exports in cruzeiros, relative to the
domestic wholesale price index for manufactures; y measures
cyclical excess of demand; and u is the error.
‘While deriving this supply model, we assumed that Brazil is
a price taker in the international market for manufactures, that
is, that price is exogenously set. The relative price in cruzeiros,
P;, will be:
J ikl S|
P = ==l
p
where:

P* — International price index in dollars of our exports of
manufactured goods;

E; — Exchange rate in cruzeiros for dollars for each type of
subsidy;

P = Domestic wholesale price index for manufactures.

In order to test the significance of the subsidy policies, we
have defined six alternate exchange rates, tied to six relative prices:

1) P4 = P;F‘ ;

2) PB = —-—P'E(;*"“):

y po= PIEQEI).

4 PD = P’E(1P+la).

5 PE— P'E(l-}};l,-}—lg):

6 PF— P-E(1+7}t;+lz+ks)_;
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and for cach relative price we will make the respective adjustment,
We will [irst consider the relative price dictated by the behavior
of international prices and by exchange policies, PA, This will
then be replaced by the relative price which iucludes both the
exchange rale and tax exemptions, PB. The next step is the
relative price defined by the exchange rate and only the Fiscal
incentives, PC. Next we introduce the relative price with only

the credit subsidies, PD. Aflter taking each subsidy by itself, we
tura to the relative price with the exchange rate and all fiscal
subsidies, PZ£. Finally, we calculate the relative price defined by
rhe elfective exchange rate, that is, jncluding all subsidies granted
under the export promotion system, P15

The cyclical variable is measured by the difference between
real industrial output, set by demand, and projecied indusirial
surpug, identified as the teadencial behavior of inclustrial output
itself. 16

Table 4 gives the results obtained [rom [itting Equation 1 to
the annnal data from the sample, for the period 1959/78. Besides
the respective original cquatiens, we have included the equations
corrected by autocorrelation of the residuals, using the Hildreth-Lu
procedure; except for the {inal adjustment, the value of the

constant is mot given, since it is a sevendigit number that is
stalistically insignificant.

The first estimated cquation reveals the effect of the velative
price dictated by the behavior of the internaticnal price of
manufactures and by exchange policics practiced in each period.
Cardoso and Dornbusch (19804) and Ralassa (1979) have
emphasiced the upward tendeney of this relative price in determining
the continued grewth of the cempetiliveness of Brarzilian
manufactures on the world market, This equation, however,
presents a determination coefficient of only 509, and the presence
ol autocorrelation of the residuals. Once the residuals are corrected,
the fit beccmes unstable, that is, the constant explodes and the
relalive price variable loses its significance, The coefficient of
autocorrclatien is p = 1.0.

Esumating the equation with the relative price that includes
tax exemptions brings an appreciable improvement in the
determinatien ceelficient — which rises to 75%, — as well as

15 In the cstimations with price variables PD and PF, the respective crrors
in the madel should include the “white noise’ resnlting from (he hypothcsis
of rational expectations introduced in the financial subsidy cstimates.

16 We also aiempted to esiimale planced industrial oueput throngh an
autoregression process, But the results of the cyclical variable in Lquation 1
were improved with the inwroduction of a trend.
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Table 4
Resulis of fitting Equation 1 to Different Relative Prices

Cineficient Caeficient

Equations (for Ench Exchange Iiate) Censlant bW R® SER
Py y F
1 Exchavge Rale Alone — 6,5 1,33 —3,1 0,965 0,5 024
(— 4,16) {(+,09) (=29)
E IExplosive 0,11, —1,87 1,0 1,76 08 0,15
(Oldz) (_'Ql 13)
2  Lxchange Rate Including Tax Ixemplians —-5,03 1,05 —1,5¢ 1,501 0,75 017
(- 7,34) (7,18) (—3,45)
E( + a) Exglosive 0,14 —187 1,0 178 08 013
©52)  (—24)
3 laxcharge Rate Including Liscal Incealives —5,34 1,1 ~2,13 1,19 0,68 @19
(- G,14) G,0 (—3,83)
E (1l + ap) Explosive 0,13 —1,01L 1,0 76 08 0,13
(0,48) {(—2,33)
4 IExchenge Rato Including Financial Sulsidics —5,95 1,22 —2,12 1,08 0,6 021
<_ -9, I‘i) (5-03) (_3s3 6)
E {1 4 a) Explosive 0,08 — 1,85 1,0 1,75 0,8 0,15
(0,33) (—2,39)
5 Ixchange Rote Including Tiseal Exemptions and
Tncentives —4,18 0,87 —1,52 1,5 0,79 0,13
852 (8,0) (—3,77)
B4+ M) Explarive 0,15 —1,0 1,0 1,78 0.8 0,15
(0,56) (—2,41)
6 iffvelive Exchange Rale Incloding Iiscal
Exempiions ard Incentives and Fioanciat
Subsidice —3,9 0,81 —1,51 1,5 0,8 0,15
(— 8,46) (8,24) (~~3,S4)
EQ +x +2 +2) =B (1 +2) —38 0.79 —1,57 025 1,68 081 015
(—6,29) (6,16) (—3,00)

OBS: ( stutigtic in parcnil cona.



diminishing the problem of autocorrelation of the residuals. This
leads us to conclude that the tax exemptions granted to promote
Brazilian manufactured exports were important in increasing
their international competitiveness. However the adjustment to
correct the autocorrelation of the erros still gives problems with
instability.

The third adjusted equation certainly gives better results
than the first, but not as good as the second. We can thus conclude
that fiscal incentives helped improve the competitiveness of these
exports, but not as much as the tax exemptions. We still have
the problem of instability in the equation corrected by
autocorrelation of the residuals.

Equation 4 also fit the data batter than the first equation,
revealing that financial subsidies also contributed to the expansion
of manufactured exports. But, of the three types of export
promotion policies, this one had the least relative importance.
The problem of instability of the equation corrected by
autocorrelation of the residuals remains.

The fifth estimated equation shows that tax exemptions taken
in tandem with fiscal incentives produced better results than if
they had been taken separately. But the problem of instability
of the equation corrected by autocorrelation of the residuals
still persists.

Finally, the last estimated equation — which takes into account
the relative price in terms of the effective exchange rate, that
is, which includes all three types of subsidies — does not offer
results that differ significantly from the fifth; but it does give
us stability in the equation that corrects the series correlation.
From which we can conclude once again that financial subsidies
are important in the behavior of manufactured exports.

There are some purely methodological considerations to be
dealt with at this point. The fifth estimated equation — which
leaves financial subsidies out — gives two minima for the function
of standard error of the regression (SER) in relation to the
autoregression of the errors: the relative minimum is p = 0.25
and the absolute minimum is p = 1.0. The same function for
the final estimated equation which includes all the subsidies —
displays the opposite behavior: a relative minimum at p = 1.0
and an absolute minimum at p — 0.25, 17 Therefore, if we had
used the Cochrane-Orcutt procedure to correct the autocorrelation
of the errors, this method’s limitation would have produced
stability in the estimation of the fifth equation. We might thus

17 See Table 2, in the Statistical Appendix.
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have erroneously concluded that the financial subsidies did not
make a significant contribution to explain the behavior of
manufactured exports.

In short, in addition to the favorable behavior of international
prices and the indexation of the exchange rate, all three kinds
of subsidies played significant roles in the expansion of manufacture
exports. While Table 4 suggests that the tax exemptions were
relatively more effective than the fiscal incentives, this is actually
not the case. The three subsidies are not being appraised under
equal conditions. We saw in Table 1 that over the entire sample
period tax exemptions were the largest and most long-lasting
of all the subsidies, followed by fiscal incentives and then by
financial subsidies.

If we respecify the supply function, taking into account the
lagged adjustment mechanism, similar to the one proposed by
Cardoso and Dornbusch (1980a) — with the relative price logarith
associated with the effective exchange rate Pp, and correction
of autocorrelation of the errors — we obtain results very similar
to theirs; now for the period of 1960/78:

Xy = — 2,21 + 0,465}’1.'-‘ _— I.l75yg + 015333_1
(—8.14) (32 (54) 3.1)
p = — 0,25; R?2 = 0,865; e SER = 0,13 )

Comparatively, our estimation reveals a fall of approximately
109, in the relative price logarithm and 29 in the coefficient
of the cyclical variable. Table 5 summarizes the estimates for
price-elasticity or supply-substitution of manufactured exports.

Table 5

Elasticities: Substitution of Supply of Exports

Equation Short Term Lang Term
Ours 1 0.81 0.99
2 0.465
Cardoso and
Dornbusch 1 0.83
2 0.51 1.09
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4 — Conclusions

This study has advanced in quantifying the massive programs that
subsidize Brazilian manufactured exports. We have demonstrated
that each of the subsidies and all of them together have been
used by the export sector, which reacted by expanding exports

as a share of total sectoral output. However it was impossible

to reach a conclusion as to the relative effectiveness of each of the
policy instruments.

It is clear that all the components of the relative price of
manufactured exports — the world market price, exchange policies
and all of the subsidies — had decisive effects on the behavior
of the sector’s exports. And the exports, in turn, reacted positively

and signilicantly in the same proportion to all stimuli to their
relative price.
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Statistical appendix

Table 1

Variables Used

{ndiees (hase: 1970 = 100)

K Relativa Price al Manulactured )]

Quantum P Nami- Exnaria at each Txchanee Rate Cyclieal

Yearn Qvee- nal Pr Varishle
Indus- sena Ex- Damestie (%)
Manufse- trinl Price chnnge Priae of
{ured Produe- Nanu- Rate al Manu- r4d PR rc rD PE Pr
Faporis tian inetures Erparts {netures

1950 a5.0 48,0 ]R30 a40 2,00 142.3 110.0 1281 1372.8 1013 2.0 £.60
1060 as5.0 52,0 74,0 4,20 2.00 104 .8 80,7 1.0 101,1 744 77.0 9,51
1901 a97 58,2 7.0 a,00 4,20 1108 85,7 nq 8 107.3 9.9 7711 11,40
19162 32,3 62,8 77,1 8.5 0,10 107.4 83,0 14,7 104.0 76,5 747 10,80
1183 328 62,0 88,0 12,0 1,1 08,6 76,2 R4 8 8.5 702 As.0 2.07
1084 34 8 66,1 0%.0 27.0 20,4 1307 101.4 17 126.0 03.4 q13 —0.61
1065 58,2 0.0 RS 8 41.4 328 108.3 f7.9 Q7 f 10,8 Ra.9 791 -—13,70
1660 550 19,2 89,5 48,0 FEN. 100.0 A1, 00,0 00,8 747 3.0 —13.50
1087 05,7 713 82,7 58,3 4.6 13,0 8|7.8 843 00,2 R0.Q 9.0 —17,80
1088 09,9 R0.8 90 4 7349 71,2 03 8 11,1 845 a1.4 R1.0 £2.3 —13.50
1069 RS.5 00.a a7 R8,7 &S A n8.1 17,1 191 0.6 034 1.4 —-10,30
1070 100,0 100,0 1000 100,0 100.0 100,0 1000 1000 1n0,0 100.0 1000 —8,80
1071 04,0 114,3 111,0 115,0 118.0 108,2 108.4 110.0 100,1 110,83 1110 —3a,51
1022 158.0 120.4 1940 12¢.0 136.0 117.0 1180 1218 118.3 1211 121.8 0,78
1077 177.0 1501 178,0 1313,0 156.0 149.2 1517 151 .8 140.0 1500 1502 7,21
1974 1.0 9 240.0 148.0 202.0 1802 1818 1929 1R0.1 191,85 1911 8,39
1073 086 .0 1752 244.,0 1727.0 2020 184 8 167,04 18¢.9 173.0 1R0,1 184.0 @20
107€ 214.0 1979 2330 233,0 87,0 19,1 1612 174 8 108.0 172.4 1840 2,10
1077 2€5.0 2014 2610 3Ce.0 497.0 1017 1040 180 4 182,3 178.0 102.0 2.06
1078 2100 217.8 240.0 304.0 073.0 14,0 147.0 1017 1002 1671 172.3 2,94

SOQURCES: 1. Quantum indiees, J** E and P: Conjuntura Feanbmica, Nov. 1072 (nppendix), Jan. 1975, Apr. 1977, July and Deo. 1970; Baletim deo
Banea Ceniral, Sept. 19790

9. PA, PR, PC PhL, PE, PP: covatrued irom their respective dedinitiana in the text and information presenied in Tahle 1.
3 y is identified by (he residuals of (ke equalion that fita the tendeney of 1he naturnl logarithm 1a the index of industrinl cuiput, that ia:

m =317+ Q08 T, R* = (90
(89) (29}



Table 2

Relations Between RHO (p) and the Standard Ervor
of the Regression *

Standard Error of the Regression — Equation 1

R(fI)O Exchang Rate Including
Fiscal Subsidies Eifective Exchange Rate
E@ 4 2 + ) E @14+ A + M+ M)

0,00 0,1580 0,1543
0,00 0,1570 0,1530
0,10 0,1560 0,1520
0,15 0,1550 0,1513
0,20 0,1548 0,1509
0,25 0,1547 0,1508*
0,30 0,1549 0,1510
0,35 0,1550 0,1514
0,40 0,1560 0,1520
0,45 0,1564 0,1530
0,50 0,1570 0,1540
0,55 0,1580 0,1545
0,60 0,1582 0,1550
0,65 0,1584 0,1560
0,70 0,1582 0,1562
0,75 0,1580 0,1561
0,80 0,1565 0,1560
0,85 0,1550 01550
080 0.1540 0,1540
0,95 0,1530 0,15283
1,00 0,1525* 0,15281¢

NOTES: °*Negative valuea of p have boen disregarded.
“ Nalative minimum,

4 Absclute minimum,
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On the causes of the recent inflationary
acceleration *

André Lara Resende **
Francisco Lopes **

1 — The econometrics of Brazilian inflation

Brazilian inflation has usually been analysed on the basis of the
model of the Phillips curve which postulates an inverse relationship
between inflation and product gap, as in the following equation:

P=—a( —y)+5B5a>0 (1)

where 3" is the natural logarithm of the potential product, y the
logarithm of the product, (y* — y) approximately the product
gap, P the rate of inflation and P the expected rate of inflation.

The theoretical interpretation of this trade-off and the
confidence in its stability over time have suffered great changes
since Phillips’ original work appeared. However, such an equation,
or other similar formulation, was estimated with data on the
Brazilian economy in various works with apparently very satisfactory
results.

Equation (1) can be deducted from three basic equations:

t — T =a @ —3y);a>0 (2)
P=1w (%)
W= —ay (t — ) + P az > 0 )

Editor's note: ‘I'ranslation not revised by the author.

® Originally published in Pesquisa e Planejamento Econdmico, 11 (3):599-616.
Dccember 1981.

®® Catholic University, Rio de Janeiro.

1 See, for example, the works of Lemgruber (1973 and 1974) and
Contador (1977).
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The first is Okun's law, which associates the deviations in
the rate of unemployment, u, in relation to the natural rate of
unemployment, i, to the product gap. The second, assuming a
constant mark up, states that prices grow according to costs of
production, that is to say, wages, w. And, finally, the third is a
relation of the expected real wage adjustment to excess demand
in the labour market, an equation, however, which assumes
implicitly that wages are fixed in a totally independent way from
the wage policy. One should remember that over the last 15 years
there have been compulsory wage readjustments in Brazil, which
could only be avoided by companies adopting the costly expedient
of increasing the turnover of their labour force. In this sense,
the Brazilian experience is unique, but its implication for the
evolution of wages is totally ignored by equations (4) and (1).

Without assuming a priori whether the wage policy is
irrelevant or not, one can formulate a model which allows such

a hypothesis to be tested, dividing the labour market into two
sectors.

In the first, called market sector, for which the adjustment
equation is equivalent to the model of the Phillips curve, the
salary, therefore, is not affected by the wage policy.

®=—b(O"—3 +F:b>0 (3)

On the other hand, in the second, called the institutional
sector, wages depend on the legal minimum wage, wg,, here being

used as a proxy for the legal readjustment, and possibly also
on excess demand.

Wy = B —Cc O —9Pic>0 (6)
The growth rate of the average salary in the economy is
obtained by:
D= 4+ (1 —a)ds 0 <a<]l (7)
where a is the relative weight of the market sector in the labour
market,

Industrial prices are considered here to be obtained by applying
a mark up rule on costs in accordance with:

I' *
Pi=(gm | S + SE4 2] ®)
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where P; is the industrial price, sn the mark up, w the nominal
wage, g the output/labour ratio, P® the price in foreign currency
ol imported inputs, e the exchange rate, d® the output/imported
input ratio, d the output/domestic input ratio and Q the price
of the domestic input.

This formulation, including imported inputs in industrial
costs, allows one to consider the impact of external shocks (S),
which seem to have played an important part in recent Brazilian
inflation. Taking d, d* and the mark up = as constant and
expressing equation (8) in terms of rates of variation, we have:

Pr=2%GE+P)+ 4 (W -7+ 1l (9

Substituting (5) and (6) in (7), and then (7) in (9), one
obtains:
Bi=2ME+B)+MmP— A3+ A1 — a) T —

—[hab+ A (1—ac 0" —y + AR (10)

It is presumed, furthermore, that the expected inflation is
simply past inflation and the growth rate in the prices of domestic
inputs is the average rate of growth of current industrial prices
and past inflation:

b= P_, 43))
Q=238%4+(1—-23 P, (12)

It is convenient, in order to obtain the foreign inflationary
pressure variable in terms of shocks and to test the relative
importance of the labour market sector, that the variables be

defined as § = é + P, — P_, and @ = @y — &
Thus, equation (10) can be rewritten as follows:

Br= vy 4+ 110 + YoPoi + Y&+ Y4 O — ) (13)

where
_ ho
Ll a2 i
_ A (1 — a)
Y1 e o
A+ ha 4 A (1 — 3)

Yz l_m
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g Gl]_
Ta e 1 = 6}-3
[Mab 4+ & (1 — a) c]
T — ok,

Yo =

The resulis of the estimation of equation (13) are shown
in Table 1.

As the rate of growth of industrial prices can be one of the
explanatory variables both of the nominal wage and of the
rate of exchange — especially the latter, due to the system of
mini-devaluations, more or less in accordance with the parity of
purchasing power, followed by Brazil during the greater part of
the period of the sample — these two variables are not exogeneous
to the model. To overcome this difficulty, the model was estimated
using instrumental variable method, the results of which are
shown in equations (1) and (2) of Table 1. The variables

Ph, P_i, g, (3" — %), the constant, the dummy for 1963 and the
rate of growth of the import quantum served as instruments.

A dummy was introduced for the year 1963 when it was observed
that the error in this year is systematically about three times the
standard error of the regression. Structural change, still not fully
understood, seems to have occurred in 1963.

Both the product gap as well as the per capita income growth
rate have insignificant coefficients (and with opposite signs to
those expected) . Therefore, y; and y; are statistically not different
from zero (note that if y3 — 0, then ak; — 0). As &, o 0 as
one can see from the fact that ¥, »& 0, one can conclude that

a = 0, that is to say, the market sector is negligible in the labour
market.

If @« = 0 and y, = 0, then A;,c = 0, which means that ¢ = 0,
that is to say, the response of wages in the instituttonal sector
to demand pressures is insignificant.

The restricted model, without a constant and with y; = 4, = 0,
was estimated and the results are in equation (2). In equations
(3) and (4), estimated by ordinary least squares, the exaggerated
values of the coeffictents of the external shock variable confirm

the suspicion that the exchange rate is not an exogenous variable
in the model.?

o

2 Note that the coefficients of the variables § and & are not cxactly thosc
of imported inputs i, and wages 1, in the total costs, but are expanded
1

by the factor T=0.
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Table 1

Equation of Industrial Prices — 1960/78*
(Dependent Variable: P))

Independent Variables

Constant.
: @ P, 7 ("—y) Dummys

Equation (1)
/P =097 SE = 0.04 0.0267 0.2770 0.60%4 0.3313 0.1715 0.0738 0.282%
DW = 2.3 (0.43)  (2.58)  (2.68)  (L.44) 0.33)  (0.33)  (5.32)
unm.(n (2)

0.9 SIi = 0.03 — 0.3803 0.4219 0 5345 —_ — 0.2027
DW =1, o‘.) — (4.98) (3.78) (5.95 — = (7.22)
unnhon 3)

0.98 SE = 0.03 0.023 0.388 0.465 0.454 0.073 0.036 0.254
DW = 2.08 5

(0.50)  (5.93)  (G.G4)  (4.46) (0.17)  (0.29)  (7.43)

Equation (4)
= 0.98 SE = 0.03 - 0.431 0.420 0.552 — —_— 0.200
DW = 1.95 — (7.29) (6.77) (10.03) — _— (7.91)

The valuew in hearkeis nre the atatistic {. The questiona (1) and (2) were estimated using the insteumental variahle method and equatinoa (3) and (1)
Yy wing ordinory lenst squaros.

Refern to 1904



The apparently favourable results obtained in other work
[or the model of the Phillips curve, where the gap appears
significantly among the inflation determinants, disappear when a
more complete model is estimated. The inclusion of variables
that capture the shock and wage policy elfects in the equation
of industrial prices makes the trade-off between inflation and
product gap disappear. This apparent trade-off has been utilized to
justify the need for recessive policies in order to successfully fight
the current Brazilian inflation. Contador,? for example, bases
his argument on a graph (like Graph 1, which follows) , interpreting
it on the basis of the interaction between gap and expectations
according to the traditional model of Phillips’ curve, but Graph I
can be interpreted according to the alternative model of equation
(3). The 1964/67 period, when inflation was greatly reduced,
coincides with the wage policy of the [irst post-1964 government,
which, as has been widely studied, exercised strict control over
the minimum wage, while the 1973/74 years, when inflation
accelerated, coincides with a period of external shock, due to the
increase in the prices of petroleum. These are precisely the two
periods in which the gap and inflation are moving in the direction
prescribed by the Phillips curve. In fact, small alterations in the
gap in these two pcriods seen to be associated with great
variations in the rate of inflation. If the estimated model does
not take into account the two important variables related to external
shocks and to wage policy, there will clearly be a statistical
fabrication which will make the inverse relation between gap and
inflation significant despite periods such as 1967/73, when the
gap had a much greater variation and inflation remained stable
or slightly on the declinc.

2 — Simulation for 1979/80

Equation (2), besides providing us with a satisfactory explanation
for the evolution of the industrial price index in the 1960/78
period, was also utilized to simulate the behaviour of industrial
prices in 1979 and 1980, in an attempt to identify the [actors
responsible for the recent inflationary acceleration (the basic
data used in the simulations are shown in Table 2).

We have, then, for 1979:

P, = 0.3803 (34.5%) + 0. 4219 (51 3%) + 0.5545 (38.9%,)
= 13.19, + 21.6% + 21.6% = 56.329,
(external shock) (wages) (other inputs)

3 See Contador (1980).
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and for 1980:

P, = 0.3808 (74.20%) + 0.4219 (84.0%) + 0.5545 (55.4%)

= 28.29, + 35.49, 4+ 30.7% = 94.49,
(external shock) (wages) (other inputs)

It can be seen that the value of P, estimated for 1979 is
exceptionally close to the actual figure, which, as Table 2 shows,
was 55.69, (the error of the estimate is only 0.72 percentual
points) .

Furthermore, of the 20%, increase in the dependent variable
between 1979 and 1978, 13 percentual points are explained by
the external shock component, while the other seven are explained
by the wages component; reflecting the only moderate impact
on the annual average wage for 1979 of the change in the wages
policy at the end of that ycar. It should be noted, however,
that the real minimum wage (deflated by the wholesale price
index-domestic supply) remained constant.

The result of the simulation for 1980 is much less satisfactory
than for 1979: the equation explains industrial price inflation of
94.49,, which remains, however, 9.1 percentual points below
the observed value (estimated) of 103.5%,. This error is almost
three times greater than the standard error of the equation
(3-4%) , which suggests the occuitence of a structural change in
the dynamics of industrial prices. The following section will try
to show that this discrepancy is a consequence of the alteration
in the wage policy in November 1979.

It is interesting to note that the external shock component is
responsible for morc than half the increase of about 48 percentual
points in the observed value (estimated) of P, which clearly
shows — together with what was found for the previous year — the
importance of this factor in explaining the recent acceleration
in the inflationary process.

One can use the model to assess the importance of the 309,
devaluation which occurred in December 1979, within this external
shock component of the inflationary acceleration.

Assuming that the traditional practice of minidevaluations
had remained in force throughout the period and that it was
cquivalent to:

=0 _ Be (14)
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where P* is the external rate of inflation. It [ollows that:

S=24+ P, —P_, =P, + (BL, — Py — B_,

Assuming that the external inflation was P*

utilizing the data from Table 2, we have § = B,
Therefore:

P, = 0.3803 (%, — 35.49,) + 35.449, +

30

(15)
109, and
15.29,.
7% (16)

which results in B, = 84.9%, Comparing this value with the
estimate of 87.79%, produced by the equation when the variation
in the exchange rate which effectively occurred is included,
shows that abandoning the parity rule of equation (14) resulted
in almost 10 percentual points in the 1980 inflation.
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Table 2

Basic Data Used in the Simulations
(Annual Average Rates, in %)

Variables
Yenrs
Py Py G b ¢ PL 0§
1978 35.3 3.1 5.0
1979 55.6 38.9 95.1 3.8 31.3 484 25.0 34.5
1980 103.S 355.4 87.1 $4.0 99.6 30.1 74.20

z: grawth of GDP per eapita, with growth of GNP ot A9, and demographia growth aof 2 8¢
a.

Pa: 0.35 (A prircleum price) + 0.65 (A non-pelralenm price) = 0 35 (75%) -+ 0.03 (8%).
8. externnl shnck

3 — The inflationary impact of the change in
wage policy

In November 1979, a new DBrazilizan wage policy came into force,
replacing the previous practice of annual wage readjustments for
one of half-yearly readjustment. In this section we will try and
determine the magnitude of the inflationary impact resulting from
this change.

Graphs 2 and 3 show that a reduction in the interval between
wage readjustments results in an acceleration of inflation in an
economy where profit margins are kept constant. Up to the
moment T the economy remains in inflationary equilibrium with
annual wage readjustments; after T the readjustments become
half-yearly. In the graphs, which show the evolution over time
of the real wage logarithm of a representative class of workers,
we see that the real wage decreases at a constant geometric rate
(therefore, linear in log) in the 12 month period between the
two readjustments of the nominal wage, with the rate equal to
the rate of inflation, and that the annual (geometric) average
real wage remains constant up to T.

Graph 2 shows that, if the inflation rate does not change
after T, the annual average real wage then increases due to the
greater frequency of the readjustments, which, however, means a
reduction in profit margins, which contradicts our initial
assumption. 4 In fact, the only way of making more frequent wage

+ That is to say p = (1 4+ m) bw, where p is the price, m the profit margin,
b the labour/output ratio and w the nominal wage. Then, we have
(1 4+ m) b(w/p) = 1, which shows that when b is constant there exists an

inverse relation between real wage and profit margin.
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readjustment compatible with unaltered profit margins is through
an increase in the rate of inflation after 7, as is shown in
Graph 3. In this case, the average real wage does not alter,
despite the reduction in the interval between readjustments, but

the change in the wage policy produces, on the other hand, an
inflationary shock.

1t is possible to obtain a formal derivation of this result,
that allows us also to determine the extent of this inflationary
impact. Let us assume that wage readjustments are made annually
and that the economy can be divided into 12 productive sectors
with equal shares in the aggregate product, each sector renegotiating
its collective labour contract in a different month of the year.
Let us also assume that each sector readjusts its price only once
a year, immediately after the wage readjustment of its workers.
Let p, be the logarithm of a general price index and p, (k) the
logarithm of the price in the month k. Let us accept as a
simplication that the general price index is a geometric average
of sectoral prices, so that:

po=—T3L n® ()

‘The variation in month ¢ of any variable x,;, will be shown
by dx,. As each productive sector of the economy only readjusts
its price once a year, we have dp, (k) = 0 if k o ¢, which means
that the monthly rate of inflation is obtained by:

dp, = —to— dp, () (18)

The economy operates with constant profit margins, so that the
increase in the price of each sector is a weighted average of the
wage readjustment and the increase of the average price of the
intermediate goods:

dp, (1) = ydw, (1) + (1 — ¥) 4. (1) (19)

and we can also accept that the annual price increase of the
intermediate goods incorporated in the price readjustment is equal
to the inflation accumulated in the previous 12 months, that is:

dg, () = 5: dp,_, (20)
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Assuming that the wage policy rule corrects the nominal

wage according o full inflation of the previous 12 months, we
have:

dw, (t) = lej:l dp,_y @

and therefore:
a = 45 I b (22)
This last equation shows that, if dp;_; =z[or;j = 1,2, ... 12,

then dp, = z, which characterizes inflationary equilibrium at the
monthly rate of z.

Let us assume now that society decides to adopt half-yearly
wage readjustments and the change-over from the existing rule
of annual readjustments to the new system occurs during six
months. In the first month T in the six-month transition period
there will occur, simultaneously, a readjustment on the annual
basis of workers' wages, the previous readjustment having been
made 12 months before (in T — 12), and a readjustment on a
half-yearly basis of workers who had their last readjustment six
months before (in T — 6). As Graph 4 shows, after T these two

Graph 4
A
REAL
WAGE
| A y I
T-12 T-6 T T +6 TIME.L
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groups of workers start to have wage readjustment on a half-yearly
basis. Repeating the same process in each month of the transition
period, one will have, at the end, all the workers of the economy
receiving readjustments on a half-yearly basis. 8

‘What happens to the rate of inflation as a consequence of
this transition from annual to half-yearly wage readjustments?
Note that our equation (18) now has to be replaced by:

dp, = —o [dp. () + dpe(t = 6)) (23)

If we accept, as a simplification, that the increases in the
price of intermediate goods continue to be passed on to the prices
of products on an annual basis, as in equation (20), we have:

6
_ dp(t — 6) =y T dpiy (24)
. R -
and therefore:
= pars + 3 (- Ean) @)
P12 fM=, -1 2 \?,-1 =
Assuming an inflationary equilibrium up to month T with a
monthly rate of inflation of z, so that dpp_; = zforj =1,2, ... 12,
we have:
z
dpe =z + —% (26)

which shows an in[lationary acceleration in the first month of the
transition phase.

6 The shategy related to the change in Brazilian wage policy was slighth
different from the one we are simulating hcre as there was a readjustment

in November 1979, our month T, corresponding to the accumulated infation
of the previous six months (22%,) for all the workers who had had their last
wage readjustment between the months T — 12 and T — 6, and from then on
all wages started to be readjuted on a half-yearly basis. It is not recasonable,
however, to assume that the whole wage rcadjustment cf November had heen
simultaneously passed on to the prices, which justifies the simplification we
arc adopting.
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‘To calculate the rate of inflation in the second month of the
transition phase, we note that:

dppir = dpp + —5— (dpr_12) + — (dpr — dpr_g)

o 13 + v\ _»
=z+ 12 ) 2 @

~

Repeating the calculation, we obtain for the sixth month of
the transition period:

W= Z L“*'_Y"_ L 28)

If we accept, as a simplification, that a new inflationary
equilibrium is eventually reached at this final monthly rate of
inflation, which is represented by z, and introducing the value
y = 0.42 obtained in Section 1, we have:

= 1.369 z (29)

as a measure of the inflationary impact of the change from annual
to half-yearly wage readjustments. Taking the rate of inflation of
559, in 1979 (see Table 2) and assuming z = (55%,) /12 = 4.5839%,
we obtain 2’ = 6.27%, which is equivalent in annual terms

to 75.8%, (always maintaining the linear approximation that is
being used here). If we add this value to the estimate of 24.09,
for the external shock component calculated in the previous
section, we get an estimate of 99.3%, = (75.3%, 4 24.09,) for
the inflation rate in 1980, which is very close to the actual

value of 103.89, (see Table 2).

Our theoretical model also provides an explanation for the
discrepancy of 19.8 percentual points between the rate of inflation
(of industrial prices) for 1980 and the corresponding value
projected by equation (2) of Section 1. It is easy, though rather
tedious, to see that:

dPr+s——— 2 dP1+s—;+{I2+7+7[13+7_|+

j=1

f13+7'l o
+ - 12 J}M (30)
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As the equation of regression of Section 1 only incorporates
the first term of this equation, therefore, one can predict a priori
a discrepancy between the econometrically estimated value equal
to the second term. Substituting the values for z and y, we
obtain an estimate of 14.4 percentual points for this discrepancy
of 19.8 percentual points found in the previous section.

4 — Conclusion

The econometric exercise of Section @ suggests that, when wages
and external shocks, caused by an increase in the domestic cost

of imported inputs, are explicitly considered, the trade-off between
the inflation — measured by industrial prices — and the product
gap disappears.

The traditional inverse relationship between the rate of
unemployment or the product gap — since these two variables are
alternative measures of the degree of slack in the economy and
form a stable relationship according to Okun’s Law — and the
rate of inflation of industrial prices apparently cannot be found
in the data for the Brazilian economy in the last two decades. In
this case. the possibility of exercising control over aggregate
demand to combat inflation disappears.

Such a result is to say the least surprising for those that
are accustomed to extrapolate the dynamics of prices in competitive
microeconomic markets to the economy as a whole and to the
labour market in particular. If a reduction of aggregate demand
raises the unemployment rate to higher levels than the natural
or equilibrium rate, in principle the growth rate of nominal wages
should be reduced. Even if the mark ups are insensitive to demand,
the reduction in the rate of growth of wages will reduce the rate
of inflation.

This work questions the possibility of such a market mechanism
working in an economy like the Brazilian one, where wages
are corrected by law on the basis of past inflation in which case
it only will not be passed on in full to costs if the expedient
of increasing the labour turnover is used. Such an expedient is,
however, extremely costly for the companies that invest in
personnel selection and training and imposes an inevitable strain
on company/worker relations, with negative impact on productivity.

The examination of the effects of a change from annual to
half.yearly wage readjustments, presented in Section 3, shows also
that the practice of wage indexation has important effects on
real wages and the rate of inflation. A correct understanding of
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this relationship is vital if a policy for fighting inflation is to be
designed without having perverse side-effects on real wages and
the level of employment.
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On the causes of the recent inflationary
acceleration: a comment *

Claudio R. Conlador **

1 — Introduction

In a recent study, Resende and Lopes (1981) examined the causes
of the acceleration in inflation in 1980 through an equation in
which prices are explained by the wage policy and by external
shocks. On the basis of empirical results, they conclude that there
is no significant trade-off between inflation and product gap.

This paper questions these empirical results and shows that the
employment of a longer period would lead to opposite conclusians;
the inclusion of shocks raises the significance level of the trade-off.

2 — General observations

The empirical analysis of Resende and Lopes covers the 1960/78
period with data relating to industry. The dependent variable
is the rate of growth of the Industrial Product, Wholesale Prices
Index, Total Supply (column 26 of Conjuntura Econdmica).

It is important to mention that the empirical models of the
Phillips curve, in its varied versions, are not concerned with an
isolated sector. Other authors, like Contador (1977 and 1980) and
Lemgruber (1973 and 1974) emphasized the trade-off between
aggregate variables, like the gap in GDP, or its deviation in relation
to the trend, and a general price index. This is the first divergence
in relation to Resende and Lopes' model.

Editor’s note: Translation not revised Ly the author,

® Originally published in Pesquisa e Planejamento Econdmico, 12 (2) :607-14,
August 1982,

®¢ Profescor in Graduate Studies in Administration COPPEAD/UFR]J.
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In second place, the authors seem to be more concerned with
forecast of the growth of industrial prices in 1980 than with an
understanding of a more ample phenomenon. For a forecast,
there exist other simpler methodologies, like that of Box and
Jenkins (1970), which do not require exact theoretical models.

Thirdly, the formation of inflation expectations is very simple
in Resende and Lopes’ empirical model, which presupposes the
price variation in the previous period as the best expectation for
the present. The formation of expectations is one of the most
critical variables in these models, and the conclusions against the
signiticant trade-off may result from Resende and Lopes'
specification. However, this is not a crucial aspect in our comments.

Resende and Lopes’ analysis is, nevertheless, laudable in
drawing attention to the effects of real external and domestic
(wages) shocks on inflation. The criticism that follows is partial,
as it does not include the effects of the new system of wage
readjustments (Law no. 6.708, 1979), almost outside the period
used for the empirical analysis.

3 — The empirical results

The specification in question is more conventional than that of
Resende and Lopes and takes the form of:

P P S
_P‘— = Qg + a, —-5—l + d:H, + as 3 + U, (l)

bl '

where P corresponds to the price index, H is the product gap or
the deviation in relation to trend, S is the external “shock” and u
the aleatory residues. It is expected that: a; > 0; a2 < 0 if H
corresponds to the gap, or as > 0 if related to the deviation

in the real product in relation to tendency; and a; > 0. The
external shock includes variations in the price of oil in dollars
and of intermediate goods, besides variations in the rate of exchange.

Therefore there exist two nominal variables on the right-hand
side of the reduced form (1): past inflation and the nominal
shocks. Consequently, it is not possible to impose a priori the
condition where the parameter a, will be close to unity, as is
normally done in more orthodox models that postulate a zero
trade-off in the long term. It should be noted that despite its
orthodoxy, the reduced form (1) is similar to the final specification
adopted by Resende and Lopes.
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Using the wholesale prices index, industrial products (the
same as used by Resende and Lopes), Table 1 shows some
empirical results. The first three regressions are based on December
to December variations (inexplicably not tested by Resende and
Lopes) and the following three on variations of annual averages.
The values in brackets below the parameters correspond to the
statistic ¢t and those below the multiple determination coefficient
are the same parameter adjusted for degrees of freedom.

To represent the oil shock the growth rate in the dollar
price of imported oil was used according to column 46 of the
foreign trade price index, from Conjuntura Econémica and, for
the price of imported intermediate goods, column 41, figures which
are only available after 1962, price constancy (zero growth)
being assumed for the previous period.

All the parameters show the expected sign and satisfactory
level of significance, with the exception of the one relating to
the gap in regression 1. There is no evidence of serial correlation
in the residues.

Contrary to Resende and Lopes’ conclusions, the inclusion
of the “shock™ variable raises the level of significance of the gap
parameter. The strong colinearity between the variations in oil
prices and intermediate goods does not allow the two variables
to be included in the same regression. However, the level of
significance of ap is still modest (10%) and the technique of
constructing the gap is somewhat controversial.

Repeating the experiment with the deviation in the real
industrial product in relation to the exponential trend, where
parameter a, should now be positive, the empirical results are
even better, as is shown in Table 2. The inclusion of external
shocks definitely improves the explanatory power of the model of
the Phillips curve in a less conventional version, resticted to the
industrial sector.

It still remains to be seen if similar conclusions would be
obtained for the real aggregate product. After all, the trade-off
has been discussed more for aggregate variables like the GDP. So
as not to make these comments too long, Table 2, which follows,
shows only the empirical results of the conventional model without
supply shocks and the modified model with oil price shocks (PP).
The period is the same (1950/79) in Tables 1 and 2, and the
price indices correspond to annual averages. The inflation is
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Table 1

Explanation of Industrial Product, Wholesale Prices: Trade-Off Measured by the Gap
in the Industrial Product — in the 1950/78 Period

Shocks

Past R_"
Regression Indices Constant Inflation Gap* ] Intermedinte (I?) DW
oil Consumption

1 Dec./Dec. 0,18S1 0,6629 - 0,7901°** — — 0,361 2,13
(2,90) (3,89) (--1,58) (0,314)

2 Dece./Dec. 0,1718 0,4721 —0,7949 0,3303 — 0,532 1,88
{3,09) (2,76) (- 1,82) (3,07 (0,478)

3 Dec./Dec. 0,1743 0,3993 - 0,7570 —_ 0,3972 0,574 1,77
(3,29) (2,50) (-1,82) (3,60) (0,525)

4 Average 01215 0,8276 — 0,999 — — 0,574 2,39
(2,€6) (5,99) (--1,86) (0,525)

5 Average 0,1131 0,6856 — 0.6542 0,1913 — 0,647 2,18
(2,66) (4,82) (-1,87) (2,41) (0,621)

6 Average 0,1158 0,6418 —0,6133 —_ 0,2347 0,666 2,13
(2,80) (4,50) (-1,80) (2,68) (0,627)

* Gap ahtsinad hy tha difference (in logs) hetwean the acton] and potantial GDP. The potentin)l GDP waa eatimated by the exponential tangency to
tha actual GDP in 1940 and 1824,

** Non-significant at the 5% level in the cne-tailed test (a’-:aL



Table 2

Explanation of Industrial Product, Wholesale Prices: Trade-Off Meassured by Deviation
in Relation to the Trend — 1950/78 Period

. Shocks

Past 2
Regressicn Indices. Constant Inflation Deviation . Intermediary [§:5) DW
oil Consumption

1 Dec./Dec. 0,1304 0,6396 0,9021 — -_ 0,390 2,13
(2,21) (3,97 (1,98) (0,345)

2 1 Dec./Dec. 0,1149 0,4302 0,8745 0,3245 — 0,555 1,87
(2,33) (2,76) (2,20) (3,10) (0,504)

3 Dec./Dec. 0,1199 0,3796 0,8360 — - 0,3903 0,595 1,76
(2,45) (2,50) (2,20) (3,62) (0,548)

4 Average 0,0777** 0,8079 0,7761 — — 0,599 2,43
(1,58) (6.33) (2,32) (0,569)

5 Average 0,0854% 0,6706 0,7189 0,1852 — 0,667 2,21
(1,59) (5,06) (2,30) (2,30 (0,628)

6 Average 0,0705 0,6299 0,6821 - 0,2376 0,686 2,17
(1,76) 4,74) (2,24) (2,67) (0,650)

n ¢ Devation in actus] GDP (in logs) in relation ta exponantial in the period.
n ** Non-significant at the 10% level.



measured by the general price index, domestic supply availability
(column 2 of Conjuntura Econdmica):

_’5;_. — 0.0855 + 0.9028 2L _ 0.6556 H,
t =1
(2.19)  (7.23) (—1.78) )
2 = 0.674; Rz = 0.650; DW + 1.92
A P
: QP = 0.0841 4 0.7702 ——— — 0.6588 H, -+ 0.1690 B
L 21 rer,
(2.33)  (6.00) (—1.93) (2.35)  (3)

R? — 0.731; R?2 = 0.700; DW = 1.73

Once again, the inclusion of the oil price shock improves the
significance level of the trade off between the inflation and the
gap in the real GDP. Imposing the condition of non-existence of
the trade-off in the Iong term (that is to say, ¢; = 1), the natural
rate of idle capacity is estimated at around 15%,. ®* Furthermore,
each 109, increase in the cruzeiro cost of imported oil has the
effect of raising the idle capacity by 2.5 percentual points,
keeping the rate of inflation constant.

4 — Conclusions

Thus, the empirical results do not reject the existence of a
significant trade-off between the rise in prices and idle capacity,
nor the upward shift in the curve in the presence of supply shocks.
The important implication of these results for economic policy

is that, for a given expected rate of inflation, a supply shock, like
that of oil, has the effect of raising the natural rate of unemployment.

¢ If a, = 1 and assuming that the other parameters do not change,
cquation (1) from the test Lecames:
AP AP AS

F;——T‘=ﬂa+dxH|+¢u + u,

)
In the long term, ignoring the residue, we obtain:

c._LAS

H, = 1
a, S,

According to the estimated values in the last regression, we find that,

when _&AS__ = 0, the natural idle capacity is equal to 0.127 (= 0.084 - 0.6588)
)

and, for cach 109, incrcase in the price of oil, the idle capacity increases
0.025 (= 0.169 - 0.6588 x 0.1).
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This means that to return to or maintain the equivalent economic
growth is more inflationary than in the absence of shocks. Any
similarity with what occurred in 1980 in Brazil, when maintaining
an 89, growth in the GDP resulted in an inflation of 1109, or
with 1981, when the inflation obstinately refused to decline, even
at the cost of a severe cooling-off, cannot be considered as a mere
coincidence.

A more elaborate model can and should incorporate a series
of other shock variables. In this respect, Resende and Lopes’
work is highly laudable in the sense of opening up the way.
However, unemployment (measured by the gap, by the trend
deviation, or any other variable) cannot be ignored. One of the
criticisms of economic policy in 1981 is exactly the attempt to
revive a model which was completely wrong as regards the political
and economic conditioners. A previous work by Contador (1980)
warned of this danger, showing that the cyclical phase experienced
by the Brazilian economy in 1979 was the complete opposite of
that of the beginning of the “miracle” in 1968. Unfortunately,
Resende and Lopes’ article can unintentionally give the idea that
fighting inflation does not have serious short term repercussions
an economic growth, independent of the cyclical phase that the
economy finds itself in.
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On the causes of the recent inflationary
acceleration: a reply *

Francisco Lopes **
André Lara Resende *®

Written at the end of 1980, our work tried to exdmine the causes
of the acceleration in inflation which occurred in the second half
of 1978. The analysis concentrated on the impact of three factors
on the inflationary process: the increase in the international
price of oil, the maxidevaluation of the cruzeiro and the wage
policy. One result of the study was that, when these shock elements
are incorporated into the model of the Phillips curve, similar to
that used previously by Lemgruber (1974) and Contador (1977),
it becomes impossible of obtain a significant estimate for the
traditional inverse relation between the rate of inflation (measured
by the wolesale price index, total supply, industrial goods and
the product gap. In our opinion, the absence of a perceptible
trade-off between these variables can be easily explained in an
economy with compulsory and generalized wage indexation. In any
case, however, it seems to us that it is obvious that the estimates
then existing for the trade-off — which normally indicate relatively
modest losses in the level of activities associated with substantial
falls in the rate of inflation — have to be viewed with great

suspicion,
In his comments on our article, Contador seeks to question
this empirical result stating that “... the employment of a longer

period would lead to opposite conclusions: the inclusion of shocks
raises the signilicance level of the trade-off.”” It is clear, however,
that the new econometric exercise which he presents is a long way

Editor's note: Translation not revised by the author,

® Originally published in Pesquisa ¢ Plancjamento Econdmico, 12 (2) :615-22,
August 1982,

®® Catholic University, Rio de Janeiro.
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from being a mere extension of the sample period of our model,
as stated.

Contador is guilty of two shortcomings that completely
misrepresent the question analysed in our work. One of them
concerns the exchange policy: as the measure of external shock,
he uses the rate of growth of the oil price in dollars, arbitrarily
assuming zero growth before 1962.1 The use of this variable may
be acceptable if the exchange devaluations had been determined
throughout the whole period analysed by a stable rule of indexation,
keeping the parity of purchasing power in relation to the dollar.

It is known however, that this did not happen (it should be
noted that the period analysed is 1950/79) . Instead of introducing
an unnecessary problem of variable error, Contador would have
done better to follow our own methodology, that uses the exchange
rate to build an index in cruzeiros of imported inputs and
estimates its regression through instrumental variables. Even better
would have been to use the price in cruzeiros of an important
oil derivative (like fuel oil), which. however, none of us had
the idea of doing. The policy of subsidizing the internal price
of oil, carried out up to 1979, produced a very different evolution
of this price in relation to the international price (we have more
to say about this later).

The second shortcoming in Contador's comments is, in our
opinion, the most important. As is known, after 1965 a wage policy
came into existence in the Brazilian economy, which determines
in a compulsory and generalized way the minimum wage
readjustments for all workers legally employed. In the first few
years, at least until 1968, the wage indexation was imperfect and
did not accurately accompany the evolution in the cost of living. 2
In this period, however, the wage policy introduced a deflationary
shock in the economy, and it was this consideration that led to
the inclusion of the minimum wage variation in our regression.

An alternative technique, that tries to capture the wage shock
through a dummy variable, produced the results in Table 1 (it
should be noted that the dummy allows the inflation lag coefficient
to be less in the 1965/67 period). Both in the case of the wholesale
price index, domestic supply, general (WPI — DS — General), and
in the cost of living index, Rio de Janeiro (CLI-R]), the regressions
with the dwmmy show estimates of lower statistical significance
for the gap coefficient (the valuesin brackets are the ¢ — statistics

1 The justification for this hypothesis of zero growth was the inexistence of
data for the period prior to 1962 in Conjuntura Econdémica. As onc is dealing
with price in dollars, it is curious that Contador was not capable of producing
a scries of prices before this year.

2 Sce Simonsen (1974) in this respect.
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Table 1

Estimates With Wage Policy Dummy (Dummy for 1965(67)

1 — WPI — DS
1952/81 Period
0LSQ

o — Without dummy
G¢ = 0.103 — 1.025 H + 1.065 g4 (—1)
(1.90) (—2.44) (8.74)

b — With dummy
§a = 0.049 — 0.522 H + 1.145 g4 (—1) — 0.2064 [5.4s (- 1)]
(0.89) (—1.15)  (0.58) (-2.21)

2 — CLI--RJ
195379 Period
0OLSQ

a — Without dummy
ag. = 0.087 — 0.807 H
(2.16) (—2.36)

b — With dummy
Ad, = 0.042 — 0.015 I — 0.361 [5.4. (—1)]
(1.15) (—0.04) (~3.38)

ny
R
L

myg
g2x
p n

ocwo o~o
o83 =28a
8 8

0.19
1.79
0.114

0.46
1.76
0.095

Defnition ¢f aymbaln:

4 = 1in the yesia 1035/37;

¢d = rate al variation af WPI-IA, annual average;

ds = rote ef vasiatian af CLI-RJ, annual nverage;

H = QODP gap, patencial produet grawing at 79 n year, sarg gnp in 1030.



of the parameters) . Despite the correct coefficient sign, it is not
possible to reject the hypothesis of a zero coefficient, at a significance
level of 5%,

The deflationary shock during the 1965/67 (1968?) period
is not, however, the only difficulty that the wage policy introduces
in the econometric analysis of the Brazilian inflationary process.

It seems reasonable to accept that wage indexation was almost perfect
from 1969 on (taking into consideration the wage bonus in 1974).
Why, then, have we not eliminated from our sample the “difficult”
years of 1965/G8 and carried out the analysis with the data

that remain, without considering the wage policy?

The answer is that, even if the wage indexation had been
1009, perfect from 1969 on, one could not guarantee a priori
that the gap coefficient would be the same both in the period prior
to 1965 (when there was no formal indexation mechanism) and
in the period of full indexation after 19G9. There exists a
comprehensive foreign literature on the practical difficulties of
evaluating the inflationary impact of wage and price control
policies, which emphasizes precisely the inadequacy of regressions
that mix observations for periods with control, with observations
for periods without control.3 The estimates 1 and 2 of Table 2,
for the same equation of the Phillips curve in the 1952/64 and
1969/81] periods, seem to confirm this objection. In any case, to
estimate a regression with a 29 year sample (1950/79), for an
economy that underwent a series of structural and institutional
changes in the period, in our opinion, shows an unjustifiable
confidence in the econometric method.

Probably, the safest strategy to avoid these difficulties,
associated with the wage policy, is to work with a sample for
the 1969/81 period, as we did in estimates 2 and 4 Table 2. It
should be noted that, besides the gap coefficient losing significance
(and showing the wrong sign) when we introduce external shock
variables in estimates 3 and 4, a better statistical adjustment
is also obtained when we utilize the rate of variation in the price
in cruzeiros of fuel oil, as we have suggested previously. It is
also worth noting that in estimate 3, when we utilize the rate
of variation in the price in dollars of imports, the inflation lag
coefficient appears with an unrealistically high value, while in
estimate 4 the sum of the coefficients of inflation lag and the rate
of variation in the price of fuel oil is approximately unitary,
as one would expect.

As is known, small modifications in the hypotheses of a model
or in the set of data used to estimate it, or even in the estimation

8 For example, Lipsey and Parkin (1970) and Oi (1976).
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Table 2

Estimates With External Shock
(Dependent Variable: Rate of Variation of WPI-IA, Annual Average)

Independent Variable

. . Rate of
Fst;;n'aeﬁo(;ecr;od) Rate of '\’urintio‘n- Rn.te.ol'
Estimato GDP Varintion- ~ Drince in  Variation-
Constant Ga Dependent Dollars Price in m DW SER
P Vareble Lag of Imports Cruzeiros
) (General of Fuol oil
Index
1 — (1952/64) -0,704 1,837 0,889 0,75 2,25 0,124
0LSQ (-0,69) (1,21) (3,6S)
2 — (1969/81) —0,137 — 0,834 1,792 0,77 1,58 0,131
0oLsQ (-1,12) (- 0,69) (5,28)
3 — (1969/81) 0,302 0.223 1,940 0,645 0,88 1,71 0,098
01.8Q (-2,79) (0,47) (7,43) (2,92)
4 — (1969/81) —0,380 0,325 0,305 0,738 097 278 0,043
OLSQ (-0,91) (1,63) (2,34) (9,17)

SOURCE: Conjunirra Feonlmica and CNP.



technique, allow an infinite number of combinations and even

the possibility that radically different results may be obtained for
the same phenomenon. In the last few decades, the more widespread
usc o} econometrics and the countless unresolved debates have
taught us that the adoption of a positivist stance does not
transtorm economics into a natural science. More than ever before,
it is necessary now Lo understand and critically evaluate hypotheses
which form the basis for interpreting the facts. Contador, judging
from his comments, does not understand the model presented

in our work and the complex questions that motivated it. His
comments are simply one more reestimation of the classical model
of the Phillips curve for the Brazilian economy, the results of
which are well-known. Our point is that the strong negative
correlation between inflation and product gap in the sample period
may be a consequence of the exclusion from this model of two key
variables in the Brazilian inflationary process: wage policy and
external shocks. The first was totally omitted and the second
incorrectly measured by Contador. In this case, it is not surprising
that the correlation reappears, which in our opinion may be
spurious, between inflation and gap. Before debating the level

of signilicance of the statistical coefficients, it is necessary to
understand what is actually being discussed. If not, then the debate
runs the risk of instead of contributing to knowledge, simply
producing a lot of noise.
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Inflation and the level of activity
in Brazil: an econometric study *

Francisco Lopes **

This work examines the empirical relation between inflation and
the level of activity in Brazil. It starts with a critical review of
some existing econometric studies, including our own previous
work on the subject, with André Lara Resende. Then, a new
form is put forward for modelling the inflationary process in an
economy with unsynchronized wage indexation. Estimates given
by this model with annual data for the period 1969/81 suggest
that: a) both the industrial product gap and its variation
contribute statistically to the explanation of the inilationary
process; but b) the impact of variations of the level of activity
on the rate of inflation is very small.

1 — Introduction

The relationship between rate of inflation and level of economic
activily is a key factor in the design of a stabilization policy. The
problem of stabilization always involves a choice between: a) a
conventional strategy, based exclusively on thec active contral of
ndminal demand; b) alternative strategies that incorporate wage
and price controls; and c) simply to give up the struggle against
in{lation. The option necessarily depends on an assessment of the
relative costs of the three alternatives, which can only be done

Editor's note: Translation reviscd by the author.

® This work is the result of research financed Ly the National Economic
Rescarch Program. The auther would like to thank his collcagues at PUC/R]
and two anonymous rcaders for their helpful comments. The definition of the
varinbles and the data used in this uarticle arc containcd in the Appendix
(not included in this version of thz work) which can be consulted by application
to the author or the publishers.

®¢ Department of Economics, PUC/R].
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on the basis of an estimate of the empirical relationship between
inflation and the level of aclivity.

This paper is divided into two parts. The [irst, including
Sections 2 and 4, undertakes a critical review ol existing econometric
studies, and a methodological critique of our previous work with
André Lara Resende. The conclusion that none of these studies
is satisfaectory justifies the development of a new econometric
estimate, in the three scctions of the second part of the work.
The mazjor problem is dealt with in Section 5, where we have
built a model ol the inflationary process in an cconomy with
unsynchronized indexation and of fixed periodicity for wages.
Section 6 presents some estimates of the model and inflation
forecasts up 10 1984 under different scenarios, This way, we obtain
a quantilalive assessment of the influence of variations in the
level of activity on inflation. Section 7, the last of this part,
presents a theorctical justification far the hypothesis, used in the
mode] of Section 5, that wage policy determines the level of inertial
inflation in our economy. 'The article ends with a brief section
of conclusions.

2 — Traditional estimates of the Phillips Curve
for Brazil

Table | presents a summary of some existing econometric estimates
for the relationship between inflation and the level of activity in
Brazil. Despite some dilferences in the variahles used and in the
choice ol the dependent variable, all estimates are based on a
simple model of the accelerationist Phillips Curve, swhich assumes
an inverse relationship between the acceleration of inflation and
the rate of unemployment. In the absence of data on the rate

of unemployment, the transposition of this model to the Brazilian
situation demands the use of the output gap (calculated according
1o the percentage deviation of an index of the real aggregate
product in relation to a tendency line) as a demand variable:
the hypothesis of a stahle relationship between the unemployment
rate and the output gap, that is to say, Okun's Law [cf. Okun
(1970) ], is therefore implicit.

A superficial examination of the 1able seems to show that
the applicalion of this model to the Brazilian case is quite
successful. The lagged inflation coeflicient is very significantly
diiferent from 1, confirming the accelerationist nature o the
Phillips Curve. On the other hand, all the esiimate for the gap
cocllicient are significantly different from zero and have the
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Table 1

Traditional Estimales of the Phillips Curve

Stardand
Dependent Numbher of Mecthod of Estimntrd Feuatinoe ol
Author Variahle Patzind Qhiesvaticne Fatimotion (Statiaticn t in Brockects! R3 NIY  Regrrmsion
Errce
1 — Yomgeuber (1024) s 1053035 n AMQO 0,90—40,905H 40,9519 (—1) 072 1,65 115
(1.6 (834
2 — Cratadae {1077) H 197475 24 MQO 0.037---0,159. +0,33(’-.j.. 0 50 ang 0,03y
(2 87; (—2,01* (501
8 — Lemge: bor (198C) b 195CN0 a MQO £ 183,168 Ag, 0.247 A(—1] [R2)] 148 0.039
(—-0.25) (1.98) (1,R8]
4 = Lemgrober (10490) IR 193970 Ao MQO €.33—C.E83h <4 0,913 gy (— 1) (oAt a2¢ n.eaq
(1,18) (3.1 (0,00
& - - Centadar (1052) & 1935010 ar MQO(D) a.921—-4,099: 4 058274 (—1] as7 2.0 —
(2.00) (—) 8 (5.99)
€ — Authcr's Estimste 4 1032)81 a0 MCO C.ICA—1,055/1 <41,08544 (—1) qn74 100 n.y4n
(1,90) (244 (R4
7 — Authn. s Fatimale 'A 192,04 19 MQO —0,074 + 1,837/ + 08896 (—1) 035 225 a2
(—9,60) (1.21) {3.68)
§ — Aulber's Fstimnta fa 198581 1 MQn 0 11R—3,2051 4 105864 (—1) €77 1.4e 0.148

Symbcl wied: §, = rate of inllation, ime
4 = gulpyl gag, mensured by tha
da = twnta cl inflotion. axad an the nnnus. avereges of the ginrenl WPLIA:

licit 60% deflatcr;

§ = cxpeeted raoie of inlintion, esaleuloted by nn wuto-regvemsiva mncel:

1 om aulpud gap in indurrey;

§s = rate of inllaticn, Franel an averrgea of GPEIA: ond
f = tola of inflation, kased an tke wonucl averagen nf WPL[-Rlobal sucply-incuetry.
NOTE: When campnring these cquatinrs, ang muost hear in mind that the m2asures of the gap wsnd hy the varione anthnis ara «lightly djltrrent:

0) Lembruhee (1094): = in 1971 and proweh rote of patrntisl rraduet of 9% n vear;
bl Cantadar (14977): J) =@ in 1651 ard 10%4;
¢) Lemginber (18KC): H =0 in 1958 nnd prowtb rate nf patontinl preduct ol A8% n ypae:

dl Coreadar (1982 petcrtial output estimnind by the esprzealinl tangeney «f tho effective nutput in YA ar

e} auttor’e extimste: fl=Q in 1626 nno giawth eln of patentinl peasd uct ol 7% o yaat.
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correct sign (with the exception of estimate n.® 7, which 'will
be discussed later on), confirming the existence of a significant

negative relationship between the acceleration of inflation and the
level of activity.

However, when we go on to a more detailed analysis of the
econometric evidence, certain peculiarities must be noted. In
the first place, we see that the gap coelficient appears to be
much greater than would be expected {rom traditional estimates
of the same empirical relationship in other contries. Gordon's
study (1977) of the American economy in the 70s, for example,
suggests a coefficient for the unemployment rate between 0.25
and 0.50, which mcans that one extra percentage point of
unemployment produces a fall, over a year, of 1/4 to 1/2 percentage
point in the rate of inflation. If we assume that, according to:
Okun's Law, a variation of one percentage point in the
unemployment rate corresponds to a variation of 2.5 percentage
points in the output gap, then the gap coefficient of the Phillips
Curve should be, according to Gordon’s evidence, from 0.1 to 0.2.
This is much less than the estimates between 0.5 and 1.0
of Table 1. )

As the gap coefficient increases, the impact of variations of
the level of activity on the rate of inflation also increases. Indeed,
a second peculiarity common to almost all the estimates of Table 1
is that substantial reductions in the rate ol inflation may be
obtaincd with relatively moderate output costs. Using, for example,
equation 8 leads to the following projections of the rate of
intlation (in terms of annual averages) for the years 1982/84, on
the hypothesis that the output gap is kept throughout the
whole period at the same level of 139, reached in 1981.

Fa (1980) = 109.29, (observed)
74 (1981) = 113.09, (observed)
. (1982) = 97.19, (projected)
Ga (1983) = 83.8%, (projected)
3s (1984) = 72.5%, (projected)

These projections indicate that, even if the GDP growth rate
returns in 1982 10 its tendential level of 7%, a year, the demand
shock engendered in 1981 will have been sufficient to reduce
the 1981 rate of inflation to around 609, of the 1981 level.
Undoubtedly there is a substantial contrast betwcen the “deflationist
optimism’ suggested by the Brazilian estimates of the Phillips
Curve and the opposite “deflationist pessimism” which seems to
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impregnate the American literature that is based on the same
empirical model [see, for example, Tobin (1980)].

‘We should also consider certain elements that increase our
doubts as to the forecasting reliability of the equations in Table 1.
The standard regression errors are substantial (in the order of 10
percentage points for the rate of inflation) and the equations
lose all their adherence in the recent episode of accelerated
inflation (the forecasting error in equation 6 for the year 1980
is of the order of 40 percentage points). Beside this, the estimate
of the gap coelficient is extremely sensitive to the definition of
the sample. If we compare, for example, equations 7 and 8,
corresponding to periods before and after 1964, the gap coefficient
changes sign when moving from one period to another.

The observations plots given below permit a visual analysis
ol the instability of this coelficient. The axes are inflation
acceleration and the gap; Figure 1 has observations for the period
1953/81, Figure 2 for the subperiod 1953/64. It is clear, from the
second graph, that the positive sign of the gap coelficient in the
Fre-1964 period results from the inflationary spurts of 1959 and
1963 which cannot be explained by the model. It is also
interesting to notice that, if the points corresponding to the
PAEG (1965/67) and to the energy shock of 1980 are eliminated
from Graph I, it becomes difficult to detect any systematic
relationship between changes in the rate of inflation and the
output gap.

3 — My model with Lara Resende

When we examine the observations in Figure 1 is clear that there
are two important omissions in the traditional specifications of
the Phillips Curve for Brazil. One results from not taking the
effect of external inflationary shocks into account which is hard to
justify after the oil crisis. They also disregard a key institutional
determinant of the Brazilian economy since 1965: the compulsory
indexing of wages established by the wage policy laws. Implicity,
Equations in Table 1 imply the assumption that the market
mechanism neutralizes the wage laws, which cannot be guaranteed

a priori and should certainly be tested empirically.

The model of the inflationary process that developed with
André Lara Resende sought precisely to eliminate these two
defficiencies of conventional Phillips curve analysis. On the one
hand, it allows for external shock by introducing the price of
imported inputs as a cost element in the price equation. On the
other hand, it assumes that the labour market is divided into two
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sectors: a market sector, in which the wage dynamics independent
of the wage laws, and an institutional sector, in which wage
behavior is defined by the wage laws. Since the relative size of
the two sectors is not defined a priori, it is possible to test for the
importance of wage policy as a determinant of the price dynamics.

One version of the model in structural form is the following:

B =aw + (—a) B, )

W, =b—cH4 §(-1) 2

®, — ®)

$i=d §u + d: (@ — g) + ds 94 (—1) (4)

where: a, b, ¢, d,, d. and d, are positive constants; w, and w, are
the rates of change of the nominal wage in the market and
institutional sectors; 1 is the average rate of change of the nominal
wage; H is the aggregate output gap; §,(—1) is the rate of
inflation for annual averages of the WPI-IA, with one period
lag; @* is the wage readjustment defined by the wage policy;

g is the rate of inflation for annual averages of the industry
WPI-IA; §,, is the rate of change of the cruzeiro import price;
and g, is the growth rate of labour productivity.

The parameter a in equation (1) is the relative weight of the
market sector in the labour force. If a = 1, the wage dynamics
is determined by the conventional Phillips curve of equation (2);
if a = 0, the wage dynamics determined by the wage policy
in accordance with equation (3). Therefore, a measure of the
relevance of the wage policy in determining the price dynamics
of the economy can be obtained empirically by testing the
hypothesis a = 1.

Equation (4) assumes a mark-up rule for fixing prices in the
industrial sector, with §, indicating the rate of change of the
average cruzeiro price of imported inputs, (# — g§,) indicating the
rate of change of the labour cost per unit of product and ¢4 (—1)
indicating the built-in element of inflationary inertia in the
price of domestic inputs.

Substituting equations (1), (2) and (8) in the price equation
(4), and defining an external shock variable z = ¢, — q4(—1),
we get the following reduced form for the rate of inflation of
industrial prices:

g, = diz + diab — diacH - (d, + dia + dy) 4(--1) +
+ dy(1 — a) (W* — g,) — doa g,
=fiz + fo — f2 H 4+ fsqa(=1) + fa (@*® — g5) — fs8s (5)
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The estimation of this reduced form for the period 1960/78,
using the rate of change of the minimum wage as a proxy for @®
and the growth rate of per capita output as a proxy for g,,
produced the results presented in Table 2. It should be noted
that a dummy was introduced for 1963, as a result of the observation
that, when the regression without a dummy is estimated (as in
equation 5 of the table), the forecasting error in that year is
systematically about three times larger than the standard regression
error. Part of the explanation for this discrepancy may lie in the
fact that the rate of change of the minimum wage is a particularly
bad proxy for the rate of change of labour cost in 1963.

A surprising result that shows up in Table — : the coefficients
fo and f; of the reduced [orm are not significantly different from
zero and, besides, they have signs opposite to the expected ones.
This means that these regressions do not reject the hypothesis
a = 0, or that the nominal wage dynamics depends only on
the wage policy. As the same results can be repeated by using
the general WPI instead of the industry WPI (with some loss in
the explanatory power of the regression), the conclusion is that
there is no significant relationship between the rate of inflation
and the level of activity in the Brazilian economy.

It is interesting to notice that, from the point of view of the
model of this section, the traditional estimates of the Phillips
Curve of the previous section are just the result of a statistical
illusion. If the observations “contaminated” either by external
shocks (1974, 1976, 1979 and 1980) or by imperfect indexing
of the nominal wages (1965, 1966, 1967 and perhaps 1968) are
eliminated from Figure I, then the impression of a significant
inverse relationship between the acceleration of inflation and the
output gap disappears. The statistical illusion occurs because
the inflationary external having occurred in periods of high
activity level (small gap) and the deflationary wage shocks in
periods of low activity level large gap).

4 — A problem of econometric identification?

Our work with André Lara Resende had the merit of questioning
the traditional estimates of the Phillips Curve for Brazil. On the
other hand, however, our extreme result surprised me. When the
model of the previous section was conceived, my a priori expectation
was that both, the wage and external shocks and the pressure

of demand, would contribute to the explanation of the inflationary
Process, but that the inclusion of the shocks in the econometric
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analysis would substantially reduce the gap coefficient. The
possibility of a zero coefficient, which cannot be reject from the
evidence in Table 2 was not in our cogitations.

Table 2

Lara Resende|Lopes Model
(Dependent Veriable: §,; Period 1960(78

Independent Variallea

Canstant ] G—gp &a(—1) On 1/ Dummy'
Eaquation 1
R2 = 0.07 SE = 0.04 0.0267 00,2770 0.6034 0.3513 a1714 0.073% 0.2828
DW = 2.30 (0.45) (2.58) (2.68) (1,44) (0.33) (0.33) (5,32)
Equatian 2
2 = 0.92 SE = 0.03 -— 03903 0.4219 0.5545 — — 0,2927
DW = 1.50 - (4.98) (3.78) (5.23) — - (1,22)
Equntien 3
R2 = 0.08 SE = 0.03 0.021 0,388 0,463 0.454 0.073 0038 0258
DW = 2.08 (0,50) (5,03) {6.61) (4,40) (0,17) (0.29] (7,43)
Equatian 4
RY = 0.98 SE = 0.05 - 0431 0428 0552 — —_ a.290
DW = 1.95 (1,29) (6.77) (10,03) — —_ (7.91)
Equatian §
R? = 09) SE = 0.07 0,141 0.137 0,589 0,224 —0,101 a.121 —_
DW = 1.01 (1,43) (2,83) (3,57) (r.a1) (—133) (0,43) —_

NOTES: Values in hrackets ara atatistics 2. Equationa 1 and 2 wera estimated hy the mathod
aof instrumental variables, wsing ns instrumanta the rate af change of the priee in daollars aof
imparts. J4(—1), p». H, the conatant, the dummy {or 10871 and the growth rate of the quantum
af impcrea. Equationa 3, 4 and 5 were eatimated by simple minimum squeres. The esternal
ahock variahlo used in the regressions was defined as 1 = (14am) /(149 -1n).

® Referting ta the year 1003.

Let now examine this question carefully. It seems reasonable
to assume that the wage policy determines the inertial inflation
in our economy — what LEckstein (I1981) called core inflation.?
It is known, however, that firms can make the rate of change
of their labour costs diverge from the wage policy standard:
upwards, through promotions, extraordinary gratifications and
other benefits; downwards; through labour turnaver. It is clear
that in certain areas of the labour market — corresponding to
what Okun (1981) called “career labour markets” — there is
almost no labour turnover, as it would break the implicit work

1 We get hack ta this issue an Section 7.
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contract, characterizing the firm as a “bad employer” with negative
repercussions on labour productivity and the average quality of the
new workers that it might contract in the future. This would
justify some downward inflexibility of the rate of change of
labour costs in these sectors, relative to the inertial level defined
by the wage policy.

It is not reasonable, however, to infer from this that the rate
of inflation (even if measured in terms of industrial prices) must
also be entirely insensitive to demand. There are sectors of the
labour market (which Okun calls “‘casual labour markets™) in
which most of the jobs are of short duration and for which the
notion of an implicit work contract has no relevance. This seems
to be the casc [or important segments of agriculture, many services
and even some industries (for example, civil construction and
small industrial firms). In the American economy, approximately
109, of workers aged between 30 and 34 have jobs of less than
one year's duration [cf. Hall (1980)]; for the Brazilian economy,
this number is possibly many times greater. In these sectors, the
wage policy cannot establish a very elfective minimum for the
rate of change of labour costs.

Besides we should also notice that the wage policy is irrelevant
for self-employed workers or liberal professionals, and that it is
common for firms to adopt the practice of giving discounts on the
selling price when they are surprised by an abrupt demand cut
and want to get rid of their surplus stocks rapidly. Even if the
price index is calculated without taking these discounts into
account, there may still be repercussions on the rate of inflation,
if the phenomenon is occurring at the level of intermediary goods
and the cost of inputs in other sectors is affected.

These reflections suggest that, despite the wage policy, there
must be some connection between inflation and the level of
activity, even if possibly tenuous. How then can we explain the
results of Table 2? This is a complex question, for which we
do not have a definitive answer. It is possible that the output gap
variable is an inadequate measure of the level of activity. It is
also possible that the model of equations (I) to (4) is incorrectly
specified and that, as a result, a weak connection between inf{lation
and the level of activity has not been captured. We must also
consider the possibility of the mechanics of the wage readjustments
precluding the econometric identification of the equation (5).

To understand this last point, let us consider an alternative
version of the structural model of equations (I) to (4). In this
model, the price equation is:

q=f§m+(l_i)qw (6)
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where. § is the rate of change of the aggregate price index, §a
is, as before, the rate of change of the average price in cruzeiros
of imports and §, is the rate of change of the cost of labour.
This last variable is determined by:

G = ho @® 4 (1 — k) B*(—1) + &, — ks H  (7)

where the first two terms on the right-hand side of the equation
are a consequence of the practice of unsynchronized wage
readjustments with [ixed periodicity (see Lopes and Bacha, 19883,
for a detailed derivation of this relation) and the other two
terms represent the impact of the aggregate demand on labour
cost. The third equation of the model represents the wage
indexation rule:

D¢ =(1—8 ¢ ®)

which makes the rate of wage reajustment less than the current
inflation rate if § is positive. 2 This parameter represents the
discretionary element of wage control, which seems 1o have been
particularly important in the years 1965 to 1968.

Substituting (7) into (6) and using (8) to eliminate the
term @w* (—1), we obtain:
§=7qu +1 =Dk ®* +(1—75) (1 —k) 1=28)p(~1)+
+ 0=k —(1Q—=7) (1—k) H
=fi%a+ H 8+ £+ fo—f H ®

2 1In our work with Edmar Bacha, equalions (7) and (8) are callapsed inta
a2 single equatian:

do =M + (1 — 1) b(—1)

as we did not take into account the terms of demand of equation (7) and the
discretionary policy parameter of equation (8). It would not, however, be
correct to suppose that:

foe=w* = AP 4+(1 — ) (=)

because the variable @*® is not an adequate proxy for the rate of variation
of the annual average labour cost §,. This secems to he confirmed by the
following regression for the period 1960/73:

2% — 088 4, 4 002 4§, (—1) Rt = 0,76
(5.13)  (0.13) DW = %46

where q. is the cost of living index (annual average).
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which is not. identical to equation .(5), estimated in Table 2,

only because we are ignoring here the productivity growth
term g,.

The identification problem becomes clear when we consider
the model of two simultaneous equations, (8) and (9), with
endogenous variables § and w®. It is obvious that this model does
not allow us to identify equation (9); if we run a regression
trying to estimate this equation, we are in fact estimating equation
(8), which is the only one that is identified. In this regression,
the coefficients fy and f; will tend to be non-significantly different
from zero, but the coefficients f{ and fy; may be significant if
the variables. 4., #* and §(—1) are strongly colinear, which
is compatible with the results of Table 2.

Obviously, the judgement as to whether a particular equatien
is identified or not can only be made on the basis of the
assumption that the structural model considered is in fact the
correct one. As this is always impossible to establish a priori,
we must take great care before rejecting a regression as a result
of a non-identification argument: after all, any econometric
model is only an approximation to reality.

It is interesting to notice that, from the point of view of
our research objective, this identification problem (if it actually
exists) is perfectly soluble. As our aim is to determine the
magnitude of the partial derivate of the rate of inflation in
relation to the gap, we only need an estimate of the reduced form
of the model of equations (8) and (9), that is to say, an
estimate of:

& =t RU-Dt+R-fH (10)

This, however, is not an easy equation to estimate, despite
its apparent simplicity. The problem is that, in view of equation (8)
all the coelficients f; of the reduced form depend on the parameter
of discretionary wage policy &, 3 which probably took on different
positive values in different years of the sample. This means
that each term on the right-hand side of the equation would
have to be split several times Lo capture these discretionary
variations of the wage readjustment rule; destroying all the
degrees of freedom of the regression.

The strategy that we will adopt here to avoid this problem
of instability in the coefficients of equation (10) is to restrict
our sample to the years after 1968, in which the wage policy
8 The gap coefficient, for example, would be f; = f,/ (s (1 — 8)).
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produced readjustment rates that were approximatcly equal to
the rate of inflation. For these years the parameter can be considered
uniformly zero [cf. Simonsen (1974)]. .

Besides this, however, two other problems with the model of
eqnations (6) and (8) must be fixed before trying to estimate
it econometrically. One of them is in equation (8), which defines
the rate of change of labour cost in terms of wage readjustments.
This equation was derived in our work with Edmar Bacha on
the basis of some simplifying hypotheses and mainly with a view
to theoretical analysis, It is difficult to estimate the magnitude
of the errors of approximation that result” {rom-using it-in
econometric analysis. The other problem has to do with the
external shock variable in the price equation (G). There are two
considerations to be made there: first, it is well known that the
domestic price of petroleum-derivatives.behaved after 1974 quite
differently from the international price of oil; second, the
hypothesis. of a unitary .elasticity substitution is implicit in -
equation. .(6), while Brazilian and international evidence seems
to indicate that the elasticity of substitution between domestic
inputs and energy inputs is much less than 1, and probably not
greater than 0.20. The next section develops a model of the
inflation dynamics, in which all these problems are overcomes.

5 — A model of the inflationary process with
unsynchronized wage indexation

Le us assume the following mark-up rule for thé determination
of industrial prices:

p( = {"oPu (_2). + "um (_2) + .\’“C.] (1 + d) (l l)

where P, is the value of the industrial price index in'a particular
month, p, (—2) and P, (—2) are the two month lagged values
of the price of fuel-oil and the price in cruzeiros of nor-petroleum
imports, ¢, is the unit labour cots which will be examined in
detail below), the terms x,, for & = 0, m, w represent technical
coefficients and « is the mark-up. The lag structure assumed here
is arbitrary and presupposes — realistically in our opinion —
that increases in labour cost affect prices more rapidly than
increases in the costs of [uel-oil and other imported inputs. It
would be better if the lag structure were determined empirically,
but this was not attempted in the present survey.
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Based on (11), and assuming a constant mark-up, we calculate
the 12 months rate of inflation for industrial prices: 4

A+2) = (1 + 2=} + A {1 + Pu(—2)) +
+ Ao {1 + &) (12)

where: the rates of inflation in 12 months are calculated according

to the formula 2 = (z/z(—12)) — I, so that, for example,

pi= (Db (—12)) —Tepo(—2) = (po (—2) /po(—14)) — I;

the elasticities are defined as Ay = x¢mp (—12), A = xp7tm, (12)

and A, = x,n, (—12), with the symbol =t introduced to represent

relative prices, %y = po (—2) /P, tn = Pm (—2) /p. and =y, = cu/P..
We will assume that the technical coefficients are determined

by:

xpe = % {m(—12))—¢ (13)

for k = 0, m or w, where the X, are constants and ¢ may be
interpreted as the elasticity of substitution between inputs.
Notices that we have adopted the simplifying hypothesis that the
technical coefficients respond to relative prices with a twelve
month lag. The alternative hypothesis, that the technical coefficients
respond to the current relative price, was also tested, but, as
the value of the elasticity of substitution that we adopt is only 0.20,
the two hypothesis produce practically identical estimates.

A small elasticity of substitution also allows us to assume that
the sum of the elasticities 4, is approximately unitary, & so we
can rewrite (I2) as:

po=1 (bo(=D—2) + hn (Bn(—2) — &) + &
or, considering (13) and the definition of the },:
pi = %o [m0(—12) )17 [fo(—2) — cu) +
+ % (R (<117 [Bn (—2) — &) + b (14)

4 The reader will notice that our notation uses the symbol 9 to indicate the
value of a price index in a particular month and the symbol q to indicate
the average value of the same price index over 12 (or G) months. In this

way, £ is a rate of inflation measured in terms of annual (or half-yearly)
averages.

6 [t is easy to verily that the correct formula in this case is:
Xs
), e = |
‘:: g x, (—I!;
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As the wage readjustments have a fixed periodicity of n
periods, and arc more or less uniformly distributed over time,
we can assume that labour cost is defined by:

1 kmn

[ -;—-:éo w (—k) (15)

where w (—#) is the nominal wage with a lag of % months. In
this way, the cost of labour in a particular month is a simple
average of the values of the nominal wage that were observed
in the last n months.

If we consider that the wage policy determines a standard
for the wage readjustments, but that the effective readjustments
may differ from this standard as a result of the level of activity,
it seems .reasonable to construct the following approximate
measure for the rate of change of labour cost.

2o = %o + a — bh (16)

* . . .
where ¢, is a simple average for the last n months of a nominal
wage index defined by the wage policy (w®), that is to say:®

* I, lemi=q
G = =~ -E:o w® (—k) (17)

6 It should be noted that the generic term n is being used here so that we
can take into account the change in wage policy that occurred in 1979,
when the value of » was reduced from 12 to 6. This change will be simulated
here in the following way:

a) Before 1979:

K 1 R=su1 & X
‘- — S l-Ow (-)

bY For December 1979:
= —f 3w e+ 022 'S wew )
c 12 (a-0 - et )
c¢) After 1979:
[ A=t
= — 3 w(—h
- 6 -0

A measure or the potential inflationary impact of this change in periodidty
can be abtained by comparing the values of 2, which would be produced
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Note that @* is the rate of readjustment determined by the.
wage policy and »* is an index constructed on the basis of @w*.

Substituting (16). into (14), we have:
Po= %ofo(—12) {Po(=2)y — 22} + %ufm(—12) -(Pm(—2) — ;) +
+ 2, + a — bk (18)
= %02 + Rmnzn + t: + a;, — b

where f, (—12) = . (—12)1-v and the variables z, = f, (—12)
pe(—2) — & indicate the inflationary shocks that may be
attributed to the variations in the cruzeiro price of petroleum
(for & = 0) and of other imported inputs (for &k = m). Note that
this equation defines a relation between the 12 months reate

of inflation of the industrial prices and the rate of change
measured by averages, annual or half-yearly, of the nominal wage
defined by the wage policy, plus supply and demand shocks. In
our opinion, this is the only specification of the inflation dynamics
that is compatible with the mechanics of unsynchronized wage
readjustments  of -fixed periodicity existing in our economy.

after 1979 according to the formula of item “a’” with the “real'l values
produced by the formulas of items “b’ and “c”. The result is the following:

an %)
Year (Old Formula) - ("Rcal'* Values) - Differcnce

1979 47 62 0.15

1980 80 88 0,08

1981 102 104 0,02

In periods of inflationary acceleration, it is natural that the rate of
inflation meatured by six months averages should be greater than the rate of
inflation measured by twelve months averages, but the value of the difference
in the year 1979 suggesis the possibility of an additional inflationary impact
as a result of the change in periodicity.

Note, however, that this is an. inflationary impact on the cost of labuur,
which will overflow onto the prices if the mark-ups are fixed, but which can
also be absorbed by mark-ups reductions without any inflationary cffect on
prices. Our expcrience in this research, in which we experimentéd with' the two
alternative mcasures of the rate of change. of labour cost in 1979, favours the
first hypothesis, but in our opiniomr this is an empirical question that remains
open. In any case in the worst of all hypotheses, the inflationary impact
that may be attributed to the change in the wage policy is of the order of
10 percentage points, which’is quite small in view of the magnitude of the
recent inflationary spurt.
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6 — Empirical implementation of the model

Table 3 presents estimates of equation (18) and some possible
variants. As can be seen, the statistical adjustment of the model
to the data is quite satisfactory. It should also be observed that:

a) the coelficicnts of the supply shock variables, 2y and. z,,
are significant in all the estimates;

b) changes in the value assumed for the elasticity of
substitution (compare estimates 1 to 6) has little effect on the
estimated values of the coefficients: the most important difference
is in the coefficient of z5, which doubles when the value of the
elasticity is altered' from 0.20 to 1;

c) the gap coefficient has a correct sign in all the estimates
and is highly significant in the first four; in the last two, the
significance is smalier; but the estimated value of the coefficient
is practically the same as in estimate 1;

d) our equation does not give a very good explanation for
the year 1973, when the forecast error is systematically two to
three times greater than the average standard error for the other
years, which may be the result of an error of measurement in the
dependent variable (remember the controversy over the
undcrestimation of inflation measures for 1973), justifying the
use of the dummy in estimates 2, 3 and 4; and

e) the best estimates from the point of view of the standard
regression error (SRE) are 3 and 4, in which the change in the
gap appears significantly as a demand variable.

These estimates, 3 and 4, suggest an- interesting notion about
the way changes in the level of activity affect the rate of inflation.
The implication is that a change in the gap, which is sustained
over time, praduces a much greater impact on the inflationary
Process in the first year after the change than in subsequent .
years. A justification for this effect may lie in the behaviour
of mark-ups: if the rate of change of the average mark.up in
industry is positively associated with the rate of change of the
industrial product, it follows that it is also negatively associated
with variations in the industrial output gap.? We can also recall

7 Let y be the logarithm of the industrial product and y the logarithm of
the potential product. We can dcfine, without a large crror of approximation,
h = y — y which implics A h = AJ — Ay. In this last cxpression, the first
term is (approximately) the growth rate of the potential product — which is
assumed to be constant — and the sccon the growth rate of the industrial
product (QED).
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Table 3
Estimate of Equation (18)

(Dependent Fariable: p, — WPI — Global Supply-Industry; Period: 1969]81 — Values for December of

Each Year — 13 Observations) — Ordinary Least Squares

Independent Variables

Estimat B DW SER
g 2. Constant k ah b I?]lg?:r;;y

ne i 0,031 0237 —0,013  —0,316 - I — 090 1,73 0,035
(o=0,30) 2,36) (472 (—0,87) (~220)

ne 2 0021 0,274 - 0,02 - 9,308 — 1° —0,081 094 1,49 0,028
(v =0,20) (2,03) (6,73) (0,15) {-332) (—2,43)

ne 3 0019 0299 —0,000 -0,208 — 3334 1 (—0,103) 0,96 2,17 0,023
(s =0,20) 2,02) (8,12) (—082 (—278) (—2,25) (3,58}

ne 4 0,018 0,206 — - 0,306 —0,299 1 — 0,108 0,9 2,07 0.02%
{0=0,20) (1,97)  (8.26) (—540) (-215) (—3.94)

ne s 0035 0,246 —0,005 ~—0,268 — 0,965 - 0,99 1,76 0,037
(e =0,20) (229) (453 (—0,2%6) (—1,58) (16,60)

ne 6 0.065 0,259 —0,023  —0.200 o— I — 090 1,86 0,035
(’: 1) (3|68) (4138) ('--1144) (_I.Gg]

*Fzegercun restiiction ar the caellicient.



that, in the classic studics of Phillips (1958) and Lipsey (1960),
bath the unemployment rate and its rate of change used to
explain the inHationary process, and that Lipsey has constructed
a justification for Lhis based on the spread of unemployment
amang difterent sectors ol the economy.

Our prefeved justification for this result is based on the notion
that in the Brazlian economy the behaviour of the potendial
product of incdustry must be affected by the behaviour of the
level of activity. Think of an economy with strong population
pressure, in which there exist, side by side, 2 “modern” segment
and a “tradilional” segment of the labour market. What characterizes
a worker as a member of the modern scgment may be his greater
level of qualification and the fact of living in an economically
developed geographical area of the councry. The supply of labaur
for industry depends on the labour foree existing in this modern
scgment of the labour market. It is reasonable to suppose that
in the short Lerm there is an inelastic labour supply curve for
industry, but tha in the medium term the migration of workers
from the traditional sector to the modern sector {(or vice versa)
in response to variations in industrial employment, makes the
short-ferm supply curve shift horizontally. The result is that a
change in the level of industrial activity has its elfect on the
excess demand (or supply) in the modern segment of the labour
market and as a result, its eflect on the nominal wage in this
sector, partially neutralized in the medium term by these shifts in
the labour supply. 8

It is important to notice that the gap coelficient estimated
in Table 3 cannot be compared with conventional estimates
of this cacificient, like those in Table 1, as the variable p, ~ s

8 To make our cconemctric result consistent with this argument, the
mcasurement ol the potential produet has o be reformulated in the following
way: let us consider our measure of gap h = § — 3, where y is the usual
concept of parcntial output, constructel an the Lasis af the assumption of a
constant growth rate. g, and let us assume that the eszimared price equation is:

b =a(k + Ah) + b

in which, as in our e¢stimate in Table 3, the coclficient of i and AL is the same.

Dcfining 2 new measure of patential output as y* = 0.5 (y + y(1)).
we can rewrite this lasc cquation as:

p=—aly’ —y+b*
where b* = h — a}. Note that the growth rarc of y* is approximately

g* =05 (g + g(l)), where g(1) is the growth rate of the elfective product
in the previous year,
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is different from the annual acceleration of inflation f, — p;(—12).
We can, however, calculate this annual acceleration if we use
our equation to project p; month by month, for the 12 following
months. To do this, however, we need another equation that

will allow us to determine the evolution over time of w*® and,
consequently, of 25 . The equation that we will use is for the

rate of variation in 12 months of w*®, with a lead of two months
reflecting the current systematic of using the National Consumer
Price Index in fixing the wage readjustment:

©*(4+2) = 0,32 5, + 068 & — 021 z, + 0,14 dummy-1974

(5,65) (—1,87)  (1.87)
R? = 0,95
LW = 2,08
SER = 0,016

This equation was estimated by ordinary minimum squares
for the period 1969/80 with the restriction that the coefficients

of , and %, add up to 1. The variable z, is a measure of
agricultural shock, equal to the difference between the rate of
agricultural production for internal supply and the trend value
of this variable, of the order of 49, per year. A dummy variable
was. included to capture the 109, wage bonus of 1974.

The results of a simulation exercise for the period 1982/84
are presented in Table 4. In the three simulations presented, we
assume that the internal price of fuel-oil changes proportionally
to the WPI-IA-industry and that the rate of change of the internal
price of imports maintains the same relation of proportionality
observed in 1981 with the rate of wage readjustment (see the
explanatory notes in the table) . Of course, these hypotheses are
arbitrary and have to be taken into account when reading the
results of the simulations.

The three simulations differ in the following way:

a) reference simulation — industrial output gap increasing
throughout 1982 to a figure of 279, (corresponding to an
industrial output growth rate of 49,) and remaining constant
thereafter; there is no agricultural shock (z, = 0);

b) alternative 1 — constant gap at the level or 22.49,
observed in 1981 (corresponding to an industrial output growth
rate of 8.5%, over the whole period); there is no agricultural
shock; and
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Table 4

Simulations of the 12 Months Rale of Inflation of Industrial Prices

(WPI-14)
Reference
Year/Month Simulation Alternative 1 Alternative 2
1981/12 99,6 99,6 99,6
1982/06 93,2 96,3 92,5
1983/12 92,3 96,4 91,5
1983/06 96,7 100,2 96,1
1983/12 - 98,7 103,4 97,3
1984/06 99,6 105,8 97,5
1984/12 99,9 107,2 97,4

NQOTES: a) Valuc ahaerved in 198112,

bh) In all the simulations it is axeumed that: .p. - .p; (internal p-ice of fuel-oil growa
together with the WPI-I1A induatry); and .y. = (1 4 ") (1.10) — 1 (the relationahip hetween
the rates af ehanga af tho price in cruzeiron aof importa and the wage readjustment index — that is
ta any, the National Cansumer Prios Index — ohsarved in 1281 is maiotained).

¢) Relcrence rimulation — assumes that the gap increasca throughaut 189582 10 27% by
the end of the year (equivalent to an industrial cutput growth rate af 4% in 1987) and constant
toerenfter; agricultural shock 2, = Q.
. d) Alternative 1 — assumes a u:uuuu;t gop at the level of 22. 4% chserved in 1981, and
agricultural sheek =n = Q.
e) Alternative 2 — equal to the referance simulation as {as ns the avolution ol the gap ia
eoncerned], but nesumes n deflationary agrieultusnl sheek: 22 = 5% in 1082

c) alternative 2 — the only difference in relation to the
reference simulation is the hypothesis ol a deflationary agricultural
shock in 1982, with z, = 59%,.

It is interesting to note that, despite the statistical significance
of the gap and gap variation coelficient in our regression, the
cffect on the inflation dynamics of the strong demand shock
suffered by the Brazilian economy in 1981 appears to be small.
In the reference simulation, for example, though the demand
shock is intensified throughout 1982 the rate of inflation falls
only about 7 percentage points, and later increases once again,
presenting at the end of 1984 practically the same value observed
at the end of 1981. Comparing alternative 1 with the reference
simulation, we see. that if the gap does not increase .by about §
percentage points throughout 1982 (reimaining at 22.49, instead
of going up to 27%), the rate of inflation at the end of 1982
will be greater by about 4 percentage points and, at the end of
1984, by about 7 percentage points. The agricultural deflationary
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shock of alternative 2 produces even less signilicant differences
in relation to the reference simulation,

It is clear that the simulation results depend on our hypotheses
on the internal price of petroleum and other imports. Roughly
speﬁkmg, however, they seem Lo corroborate Lhe detlationist
pessimism suggested by our previous work with Lara Resende.

In spite of its high social cost, recession seems to be a rather
inefticient mechanism for [igluing inflation in Brazil.

7 — A note on the role of expectations

Our model of the inllationary process assumes that the wage
policy determines the level of inertial intlation in the economy.
In this section we are going (o shew that this hypothesis would
be adequate even if the wage policy were applied only to a small
segment of the labour market, with the salaries in the rest of
the market being determined by the [ree play of market forces.

Let us consider a model similar to that in our work with
Lara Resende, with the labour market divided into two sectors.
In sector 1, the market operates freely, and the variation of the
nominal wage is determined by a Phillips Curve:

By = —b by (—1) + p° (21)

where 4, is the rate of unemployment in the sector and $° the
expected rate of inflation. Sector 2 is the segment of the labour
market in which the wage policy determines the inerdal level

of inflation, so that the variation of the nominal wage is:

By = —¢ ha(—1) 4 Wy (22)
where %, is the rate of unemployment in the sector and @, the
inertial level defined by the policy. As far as the present
discussion is concerned, it is not necessary to specify this Iast
variable in any detail: it is sufficient to assume that it is determined
by a stable rule fully known to the public. We also assume that

the rate of inflation is a weighted average of the rates of change
of nominal wage in the two sectors:

;7:015‘-'—(1—0)132 (23)

Substituting (21) and (22) into (23), we obtain a reduce
form of the model:

p = —ab hy(—1) + ap* —(1 — a) ¢ hp(—1) + (24)

+ (1 — a) W,

246



which, with rational expectations, can be used to calculate the
expected rate of inflation:

= -1
Pt = T {ab (=) + (1 — @) cha(—=1)} + B (25)

Applying (25) into (24), we have:

—ab
T U—q

which shows that the ineriial level of inflation in the cconomy
(thac is to say, the rate of inflation that occurs when iy (—1) =
= lMa(—1) = 0) is determined by the wage policy, despite
there being a segment of the labour market in which wages are
determined by the [ree play of market forces.

Iy (1) — ¢ g {—=1) 4 @b, {26)

8 — Conclusion

This work has studicd the empirical relationship between inflation
and the level of activity in Brazil. The {irst three sections were
devoted to a critical review of some econometric studies on the
subject. Various estimaies of the conventional Phillips Curve,
made for Brazil by Lemgruber and Contador, are examined in
Section 2. The output gap coelficients estimated by thesc authors
are much greater than would be expected on the basis of similar
estimates {or the American economy. Besides this, the standard
regression errors arc substandial, the equations have very liitle
prediclive power in the recent episode of inflation acceleration
and the estimate of the gap coellicient appears to be very sensitive
to the definition of ihe sample periad.

Section 3 reproduces the results of our previcus work, which
sought to corrcct two unjustifiable omissions in the conventional
estimates of the Phillips Curve for Brazil: not taking into account
the effect of external shocks and ignoring the compulsory indexing
of wages imposed by the wage policy legislation, As we have
secn, this work produced the unexpected result that there is no
statistically significant relationship between inflation and the level
of activity.

This surprising result is critically assessed in Section 4. Some
theoretical arguments are presented, suggesting that this
relationship ean coexist with a Brazilian type wage policy. It
follows a discussion of the possibility that the possibility that the
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equation estimated in our work with Lara Resende may not be
econometrically identilied. This type of argument, however,
always involves the assumption that the structural model considered
is in fact the correct one, which obviously cannot be established, ..

a priori. The section also discusses some ways of overcoming

this potential non-identification problem.

At this point, the article should have demonstrated the need
of a new model of the inflationary process in an economy with
an unsynchronized indexation of wages. In this model, which is
presented in Section 5, the 13 months rate of inflation is
explained by a lagged inflation 1ate constructed on the basis
of average values of the wage index. The model also takes external
inflationary shocks into consideration and allows for the fact that,
as a result of subsidies, the behaviour of the domestic price of
petroleum derivatives does not necessarily follows the behaviour
of the international price.

Estimates of the model with annual data for the period
1969/81 are reported in the following section, showing that both
the industrial output gap and its variation contribute significantly
to the econometric explanation of the rate of inflation of
industrial a prices. However, a simulation exercise with this
equation, also presented in Section 6, shows that the impact of
variations of the level of aclivity on Lhe rate of inflation is very
small. Assuming, for example, that the output gap increases
during 1982 to approximately 279, (corresponding to an industrial
growth trade rate of 4%, in the year) and then remains constant
at this high level, we obtain a reduction in the rate of inflation
of industrial prices from 999, in December 1981 to about 929,
in December 1982 (in the most optimistic simulation), that is to
say, a reduction of only 7 percentage points as a result of the
greatest depression in the level of activity suffered by the Brazilian
economy in recent history. In our simulations, the rate of inflationt
increases from 1983 onwards, but this result depends crucially
on the hypothesis adopted for exchange policy.

The last section of the work takes a brief look at a theoretical
assumption that is implicit in the model used in the two previous
sections. The hypothesis is that the wagc policy determines the
jinertial level ol inflation, and this section demonstrates that it
would be adequate even it the wage policy were applied only to
a small segment of the labour market, with the wages in the
rest of the market being determined by the free play of market
forces. Basically, this theorem tells us that in an economy in
which' the labour market is segmented in two sectors, with the’
wages being determined in.one .of them by a wage policy rule
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and being determined in the other by a conventional Phillips Curve
with rational expectations, then inertial inflation (which is the
rate of inflation which occurs when the two markets are
simultancously in equilibrium (is detcrmined by the wage policy
rule, that is to say, in this economy the wage policy rule dominates
the expectations.

Bibliography

CoNTADOR, Clidudio. Crescimento econdmico e o combate 2 inflagdo.
Revista Brasileira de Economia, 31 (1), January/March 1977.

. Sobre as causas da recente aceleragiio inflacionaria:
comentdrios. Pesquisa e Plunejamento Econémico, Rio de
Janeiro, 12 (2):607-14, August 1982.

EcksTEIN, Otto. Core inflation. McGraw-Hill, 1981,

Gornoon, Robert. Can the inflation of the 1970s be explained?
Brookings Papers on Economic Activily, 1, 1977.

Harr, Robert. Employment fluctuations and wage ridigity. Brook-
ings Papers on Economic Activity, 1, 1980.

LARA RESENDE, A., and Lorrs, Francisco. Sobre as causas da recente
aceleragdo inllaciondria. Pesquisa e Planejamento Econémico,
Rio de Janeiro, 11 (3):599-616, December 1981.

LEMGRUBER, A. C. Inflagdo: o modelo da realimentagéio e o modelo
da aceleragio. Rewista Brasileira de Economia, 28 (3),
July/September 1974.

. Real output-inflation tradeoffs, monetary growth and
rational expectations in Brazil: 1950-1979. In: Anais do II
Encontro Brasileiro de Economelria. Nova Friburgo, 1980.

Lirsey, R. G. The relation hetween unemployment and the rate of
change of money wage rates in the United Kingdom, 1862-1957:
a further analysis. Economica, February 1960.

LorEs, Francisco, and Bacha, Edmar. Inflation, growth and wage
policy: a Brazilian perspective. Mimeo. PUC/R], 1981.

OKUN, Arthur. Potential GNP: mcasurement and significance. In:

SmitH, W, and TeiGen R, eds. Readings in money, national
income, and stabilization policy. R. D. Irwin, 1970.

249



——. Prices and quantities. Brookings Institution, 1981.

PuiLries, A. W. The relation between unemployment and the

rate of change of money wage rates in the United Kingdom,
1861-1957. Economica, November 1958,

SiMonseN, M. H. Politica aritiinflaciondria: a contribuigdo brasileira.
In: Ensaios Econémicos da EPGE. Expressdo ¢ Cultura, 1974.

TosIN, James. Stabilization policy ten years after. Brookings Papers
on Economic Activity, 1, 1980.

Impresso no Centro de Servigos Grificos do |{BGE — O. S.23 264



Brazilian Economic Studies
BES n.¢ 6 — Edited by Wilson Suzigan

Agricultural Commadity Prices in Brazil: Empirical
Evidence, by José Honério Accarini — Subcontracting
and “Disguised Employment” in Brazilian Industrial-
ization, by Anna Luiza Ozorio de Almeida — Agrarian
Structure, Praduction and Employment in the Narth-
east Region of Brazil, by Gervisio Castro de Rezende
— Accelerated Growth and the Labor Markel: The
Brazilian Experience, by Raoberto Castelo Branco —
Functional Distribution of Income in the Manufac-
turing Sector: Aspects of Labor's Share in the Shori-
Runr, by Roberto B. M. Macedo — Technological
Diffusion in the Footwear and Colton Textile Indus-
tries of Brazil, by Helio Nogueira da Cruz and José
Robertc M. de Barros — Economic Policy and the
Agricultural Sector During the Postwar Period, by
Fernando B. Homem de Mela.

BES n.9 7 — Edited by Wilson Suzigan

Export Agriculture and the Problem of Food Fro-
duclion, by Fernando B. Homem de Melo — Income
Distribution and Social Mability: The Brazilian
Experienice, by Virgilie H. S. Giboon — Moneiary
Policy in the Context of Price Indexation: The
Brazilian Case, by Carlos Alberio Reis Queiroz — The
Minimum Wage and Wage Rates in Brazil, by Paulo
Renato Souza and Paulo Edunardo Baltar — Economic
Growtk, Urban and Rural Wages: The Case of Brazil,
by Edmar L. Bacha — The Brazilian Manufaciuring
Industry: Struclure and Trends of Profits and Wages,
1959-1974, by Claudio M. Considera — Determinants
of Bra:zilien Indusirial Perfoymance: An Econaomeiric
Study, by Helson C. Braga.

Z @ (MPRESSO NO CENTRC
@F oc SERVIGOS GRAFICAS DO 1BGE






